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ABSTRACT

Essam, Marwa, M., Doctorate : December: 2024, Doctorate of Philosophy in Computer

Science.

Title: Background Linking of News Articles

Supervisor of Dissertation: Dr. Tamer Elsayed.

Nowadays, it is very rare to find a single news article that solely contains all the informa-

tion about a certain subject or event. This dissertation focuses on addressing the news

background linking problem, which aims to find news resources that can be linked to a

query news article to help readers understand its background and context. We propose

multiple approaches for addressing both the effectiveness and the efficiency aspects of

this problem. We first conduct a qualitative analysis of some query articles and its back-

ground links to understand the notion of background relevance. Based on the insights

drawn from this analysis, we propose two approaches for reranking a candidate set of

background links that integrate the lexical and the semantic matching signals between

the query article and its candidate links. We experimented with both Transformer-based

models and Large Language Models, in a Zero-shot setting, to semantically link query

articles to its background links. We conducted our experiments on the Washington Post

news dataset, specifically released for news background linking, and we show that our

approaches achieve a new state of the art performance for this problem. We moreover

propose a query reduction approach that can speedup the retrieval of candidate links by

up to 13.3x times through reducing the query article into representative search queries

that are employed to retrieve the required background links in an ad-hoc setting. Our
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work further opens future research directions in addressing the news background link-

ing problem through the analysis of the performance of our proposed approaches on

different query articles, paving the way for enhancing the overall quality and depth of

news reporting.
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CHAPTER 1: INTRODUCTION
Many people nowadays acquire their knowledge about different subjects or events

from online news articles. Yet, it is rare to find a single article that exclusively contains
all the information about a certain subject or event. Most often, authors of different news
articles assume that readers have some kind of background knowledge on the subject
of the article they are reading. Therefore, in many cases, one randomly or accidentally
reads an article (e.g., a newspaper article or a blog post) but does not fully understand
its contents. Hence, he/she starts searching for other resources to help him/her to
understand the background events/history that preceded this article and resulted in its
publishing. The reader may also search for concepts or abbreviations that the article’s
author uses in his writing, and that the reader does not know about. However, with
millions of information resources on the web, it becomes very difficult for a reader to
select what to read next to understand the article at his hand. Moreover, a reader may end
up with more documents that he/she does not also fully comprehend, and thus continues
the searching process, while failing sometimes to acquire the needed knowledge.

Figure 1.1: An Example of an article that a reader needs background information for.

Consider for example the news article in Figure 1.1. This article was recently
published in the Washington Post newspaper, and it mainly talks about the current
humanitarian catastrophe in Gaza and how its people are facing the risk of famine. The
author of this article though, while referring to the 7th of October event that eventually
led to this situation in Gaza (as shown highlighted in the figure), does not elaborate on
it to help readers understand the full context of the situation. He also does not elaborate
at all on the past conflict between Palestine and Israel that is the actual origin of all
these current events. Note further that the author refers to the “IDF” without identifying
this organization or telling any information about it. He has just put an assumption that
readers of this specific article must have been following the recent events in Gaza and
must have known this conflict and all its participants. This is not of course the case for
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all readers that might come across this story by chance with no background information
about it. If interested in understanding this story, those specific readers may be eager to
find resources that help explain the context of this story to them.

Recently, there have been attempts to explain news articles to readers. For example,
the IndianExpress newspaper established an online section called “Explained” [1], where
it attempts to explain articles that are published in other sections of the newspaper for
readers who do not fully understand it. However, while this approach seems helpful
to the readers, it may create duplicate content in the case where the concepts that
are mentioned in the ambiguous article were already explained before in a previously
published article. In such a case, instead of writing a new explanatory article, a link to
the previous article will be sufficient.

Figure 1.2: Different types of links added to the news article shown in Figure 1.1.

Sometimes, authors or journalists manually add links to resources that contain
the missing background information. See for example the author’s underlined words
in Figure 1.1, through which the author refers to previously published articles about
the same topic of the article. This is not the case for all news articles and with all
authors, though. In this context, it became vital to automate the background linking
for readers, and to find techniques to link generally documents, and specifically news
articles using the background knowledge they provide to one another. This way, when
a reader reads one news article, he/she can directly follow background links to other
resources/documents that help him/her understand the content of the news article at hand
and gain more knowledge on its subject.

While news providers nowadays automatically add links to the published news
articles, these links usually point to other articles written by the author, other articles
that are mostly viewed on the website, or articles that are recommended to a reader
based on his reading profile. In many cases, these links are not sufficient for the reader
for acquiring the background knowledge. Figure 1.2 shows the links that were added to
the article in Figure 1.1 while we were browsing it. As can be seen, almost all of these
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linked articles do not help at all in understanding more about the situation reported in
the article, nor its context. It is important to note here further that adding background
links manually, while writing his/her article, is a burden on the author.

To motivate the research on this specific problem, a background linking task, that
aims to find background links for news articles, was recently introduced as a new
challenge in the news track in the Text REtrieval Conference (TREC) in 2018, and as
follow-up tasks in TREC 2019, 2020, 2021 [2]. In a collaboration with the Washington
Post newspaper, TREC specifically released a dataset of news articles and blog posts
for the news track, and asked participants to find background resources from within the
collection to a set of input news articles.

Over the years of running this task within TREC, participants proposed many solu-
tions to the news background linking problem, using both unsupervised and supervised
solutions [3]–[5]1. Among those solutions, the most stable and effective one adopts a
lexical similarity based approach, where each input article is used as a search query to
retrieve its background links from the given dataset, in an ad-hoc setting. This method
was proposed by many teams, using different settings and with different retrieval models.
Yet, regardless of its setup, it still, on average considering all released input articles,
outperformed other solutions proposed, making it the state of the art (SOTA) for ad-
dressing the news background linking problem. The optimal reranking of the results
obtained through this method shows, however, big room for improvement, confirming
the need for an effective technique for reranking the background links.

The full-article retrieval approach is additionally not efficient as it involves issuing
a “relatively” very long search query to the collection of possible background links.
This puts a burden on the retrieval system, specially in situations where the newspaper
is processing a large number of input articles, or where the lookup for background
resources is performed online by the article’s author or its reader. Thus, other methods
are needed to be investigated to reduce the lookup time needed to obtain the set of
background links, to either represent it to the reader as is or to consider it for further
reranking purposes.

In this dissertation, we address the news background linking problem, proposing
approaches that improve both the effectiveness and the efficiency of the linking process.
We started our work through the first qualitative analysis of news articles for background
linking [6]. This analysis helped us to draw very informative insights on the notion of
background relevance that paves the way when working on this problem. For addressing
the effectiveness aspect of the problem, we additionally propose two new state of the
art candidate background links reranking techniques that integrate both the lexical and
the semantic matching signals between the query article and the background links for
an effective linking process. We experimented with Transformer-based models [7] and
Large Language models [8] in our proposed approaches to capture the semantics of
news articles. For addressing the efficiency aspect of the background linking process,
we further propose a technique for reducing the input article into a much smaller search
query to efficiently and still effectively retrieve the candidate set of background links
[9].

Following, we formally define the news background problem in Section 1.1, distin-
guish it from other similar problems in literature, and further give examples of some

1The overview paper for the news track in 2021 is not available on TREC website. Only participants
were able to download the notebook paper
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query articles and its background links to highlight the problem’s challenging nature.
We then detail the research challenges in Section 1.2, and list the addressed research
questions in Section 1.3. Later, we give an overview of our proposed solutions in ad-
dressing this problem in Section 1.4, and finally we list our contributions to the research
community in Section 1.6.

1.1. Research Problem: News Background Linking

As mentioned before, authors often assume that newsreaders have some kind of
background knowledge of the subject/story of the news article. Readers who do not
have this knowledge often search for it on the web to comprehend the article at hand.
News background linking aims to automate this knowledge acquisition process for the
readers, or to automate the background linking process for authors if they opted to add
background links upon publishing their articles. Following, we formally define the
problem, give examples of it, and distinguish it from other similar problems.

1.1.1. Problem Definition

We define the background linking problem as follows:

Definition 1. News Background Linking Problem
Assume we have a query news article q that a reader does not fully understand, and

a collection of text resources C, suggest a ranked list of resources B ⊂ C that a reader
of q can read to provide him/her with the context and background knowledge required
to comprehend the content of the query article q (see Figure 1.3).

Figure 1.3: Retrieving a set of background links for a query news article

In the context of the above definition, we further define the following terms, as we
will use it throughout the dissertation:

Definition 2. Query Article
A query article q is an input news article that a reader does not fully comprehend,

and requires more background knowledge to contextualize its content.
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Definition 3. Background Link
A background link of a query news article q is a document that contains some

knowledge required to comprehend and conceptualize some of the content of q.

The background link can be a link to any useful background resource. However,
since news background linking was mainly addressed in the literature within TREC
using the Washington Post collection of news articles specifically released for the news
background linking problem, in the rest of this dissertation we will assume that the
background link to a query article is a link to another news article that contains the
required background information.

1.1.2. Difference from other problems

Finding related articles in general has been studied in the literature for many years.
News recommendation is the closest problem in definition to background linking, as-
suming that we search a collection of only news articles [10]. The difference though
between the two problems is that in news recommendation, the proposed system uses
the reader’s profile including his/her browsing history, online interactions, or sometimes
his/her location during the recommendation process. This usually helps the recommen-
dation system to recommend news articles that are of interest to the reader [11]–[13].
However, in news background linking, the reader is assumed to be anonymous, with no
possible way of finding any information related to him/her. Accordingly, the attention
is mainly on the content of the query article.

There has been some further work recently on event detection within new articles,
and also on finding the story lines of those events [14]–[18]. In most of that work, an
event is assumed to definitely exist within the news article, and the goal of the system is
to extract the components of this event (what happened, who, when, where, and how).
This is not assumed in background linking, as some articles may discuss general subjects
and may not at all refer to specific events. Additionally, in some cases, an article may
be helpful to the reader even though it does not mention the specific event of the query
article.

Another close problem is the clustering of related news articles within a news articles
collection [19]–[21]. In this problem, news articles are clustered into a limited number
of clusters such that each cluster has a high internal coherence (i.e., having articles
addressing the same topic, such as sports, politics, etc.), and low external coherence
with the other clusters. While clustering new articles might reduce the number of
candidate articles for background linking, the selection of which articles to recommend
for the reader from within the cluster is still challenging. Additionally, there might be
articles from another cluster that make a very relevant background to an article within
the cluster.

1.1.3. Examples

Following, we give examples that better clarify the news background linking prob-
lem, showing relevant and non-relevant background links and highlighting the difference
between this problem and the other problems in literature as shown above.

Figure 1.4a shows an example of news background linking, where the query article
discusses the progress in the trial of a truck driver who was accused of the death of
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10 illegal Mexican immigrants in his truck. The relevant background articles give the
reader more context and background information on this specific incident. One article
for example discusses how the company that owns the truck, for which the driver works,
is famous for falsifying records, and how the company denies any accusations to it
regarding this incident. The second article does not mention this specific incident,
however it discusses the patterns of Mexican immigration to the United States, and how
the immigration pool should be handled.

The non-relevant article in Figure 1.4a also discusses a case of illegal immigrants
from Mexico, but it does not at all contain information that help readers of the query
article understand its content or even contextualize it. Instead, it just details the possible
consequences that two soldiers will face after being convicted for illegally driving two
Mexican men through an immigration checkpoint. It is important to note here that a
typical news recommendation system may retrieve this specific article and link it to the
query article as it might be of interest to a reader who reads about illegal immigration
cases in the U.S for example or the world in general.
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(a)

(b)

(c)

Figure 1.4: Examples of news background linking drawn from the TREC dataset for
the news track

Another background linking example is shown in Figure 1.4b, where the query
article is talking about energy-saving cars released by “Toyota” and how the company
is placing a bet on hydrogen cars, focusing on the performance of its recently released
car “Mirai”. The first relevant background article is showing the history of releasing
“Mirai” into the market, while the second discusses the experience of its author while

7



driving another hydrogen-fueled car and the challenges that these cars face. The non-
relevant background link, although briefly mentioning Toyota’s earlier plans to produce
both hydrogen-fueled cars and full-battery cars, does not give sufficient details on any.
It focuses more on the company’s chairman opinion that there is still a long road for
full-battery vehicles to become a widespread replacement for gas. Clearly, this article is
a non-relevant background link as it does not help the reader at all gain more information
on the car “Mirai”, nor on the history or the capabilities of hydrogen-fueled cars like
“Miari”. Again, we can notice that a news recommendation system may retrieve this
specific non-relevant article for readers of the query article, as it contains information
that might interest one who reads stories about the future of electric cars.

A third example is shown in Figure 1.4c. The query article discusses the effects
of the death of a young lady “Maynard”, who took pills to die after being diagnosed
with cancer, on the “right to die” debate in the United States. The background articles
give the reader more context on this debate, without even mentioning the specific case
of “Maynard”. The first article discusses the approval of the “right to die” law after
case courts, focusing on a case of a lawsuit in Texas where a man is asking a hospital
to release his brain-dead wife from a ventilator. The article further shows context
around approving this law in other states like New Mexico. The second relevant article
discusses an economical view on approving the right-to-die law in former president
Trump’s budget. The non-relevant background article, while actually mentioning the
case of “Maynard”, discusses “Maynard” death from a sentimental aspect. It merely
talks about how people like “Maynard” who devoted their few remaining days in life to a
cause are not self-centered. Hence, this article gives no information on the ’right to die’
debate or even more information regarding ’Maynard’ death, making it of no use for a
reader who wants to understand more the contents of the query article. It is important
to note here that a system that aims to find story lines may link the query article to
this former non-relevant article as both mention the specific case of “Maynard’s” death.
It will further exclude the other relevant background links from this story line. This
clearly shows why the news background linking problem can not be simply and directly
addressed using techniques adopted for events detection in news articles.

1.2. Research Challenges

Following, we list the different research challenges when working on the news
background linking problem.

Newsreader’s Anonymity As mentioned before, a newsreader is assumed to be com-
pletely anonymous in the news linking problem, leaving solely the content of the query
article as input to the news background linking process. This content is assumed to
contain places of ambiguity or missing information that is supposed to be shown in the
useful background article. Accordingly, the first challenge in this problem is to find the
specific relation between the text content of the background article and the text content
of the query article that controls that background article’s usefulness (in other words,
relevance) to the query.

Non-binary Relevance Scale The second challenge is that the relation between a
query article and a background link is not binary (i.e. relevant or not relevant). While
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some background articles provide critical background information for the query article,
some others just help readers understand the broader story of its context. Accordingly,
an effective news background linking system must not only retrieve relevant links, but
also ensure that the links are ranked according to its usefulness when presented to the
reader.

Background Relevance Criteria Upon its introduction to the research community in
2018 [3], many researchers attempted to address the news background linking problem,
proposing a number of solutions that adopted unsupervised, supervised techniques,
or sometimes both [22]. The most effective method reported, to date, simply used,
without deep analysis of the content, the query article as a search query in an ad-hoc
setting to retrieve the background links [23]. This method depends on only the lexical
similarity between the query article and its background links. Accordingly, it ranked low
articles that are very useful, but for example presented the background information using
different vocabulary. The optimal ranking of the links retrieved through the full-article
search method, however, shows very high potential for performance improvement. This
means that this method may be used as an initial step to retrieve candidate background
links for a later reranking process that can effectively rerank the retrieved articles based
on its actual background relevance to the query article. One must notice though that the
word “relevance“ in this problem is a tricky word as, most probably, all articles, retrieved
through lexical similarity with the query article, have somehow context relation (in
other words, relevance) with it. Accordingly, to develop an effective background links
reranking system, the notion of “background relevance“ must be clearly understood,
in order to be able to specifically identify the criteria that distinguishes more useful
background links from less useful ones.

Limited Context Length of Pre-trained Language Models To get deeper insights
of the context within the news articles, supervised learning models may be adopted.
Since the news background linking problem is relatively new though with limited data
for training and testing new supervised models from scratch, semantic-based techniques
that rely on transfer learning may be considered [22], [24], [25]. News background
linking is faced by another challenge here though, which is the context length restrictions
of the input to many pre-trained models. To avoid truncating news articles during the
reranking process, one needs to find a model with an input context length that can fit
a pair of relatively long news articles (the query article and one candidate) in the case
for point-wise reranking of the candidate background links, not to mention the need
to fit more articles in the case for pair-wise or list-wise reranking of candidate links.
Accordingly, there is a challenge her on how to adopt pre-trained models, given their
context limits, for news background linking.

Crafting News Linking Prompts for Large Language Models Very recently, re-
search has been conducted on harnessing the reasoning capabilities of Large Language
Models (LLMs) in many information retrieval tasks, and the results are very promis-
ing [26]. To overcome the context limitation of earlier pre-trained models and to reveal
the context discussed within news articles and link these articles based on this context,
LLMs may further be adopted. Up to our knowledge, the news background linking
problem was never addressed using LLMs before. The LLMs performance depend
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heavily on the prompts given to the models, leaving the challenge in how to adequately
craft prompts to the LLMs that allow it to effectively analyze and link the news articles.

Inefficient Retrieval of Candidate Background Links Finally, the full-article re-
trieval method clearly involves processing relatively long search queries (the query
articles itself), making it inefficient for retrieving the background links either to present
it as is to the reader, or to use it in an initial stage of a candidates reranking system. This
is especially valid in scenarios where the background linking process is performed on-
line, searching a big collection like the Web. Many terms that appear within the articles
are just noise and does not actually represent its mere content, thus not needed to be
included in the search queries. This shows a need for an effective background linking
system that can produce background links as with this full-article retrieval approach but
in a more efficient way.

1.3. Research Questions

To address the above research challenges in news background linking, we formulated
the research questions given below. The dissertation chapter that shows how we address
each question is further given.

• RQ1 : What criteria in both the query and its candidate background articles affects
the background retrieval relevance? (Chapter 3)

• RQ2 : Can we adopt Encoder models for a semantic based reranking of the links
retrieved through the full-article search approach? (Chapter 4)

• RQ3 : Can we harness the potential of the recently developed Large Language
Models (LLMs) to effectively rerank the links retrieved through the full-article
search approach? (Chapter 5)

• RQ4 : How can we increase the efficiency of the ad-hoc based retrieval of news
background links? (Chapter 6)

1.4. Overview of Proposed Solutions

In this dissertation, we improve the news background linking process by proposing
techniques that automate the lookup for background links of a given news article. The
work introduced here builds upon the ideas that we initially proposed for addressing
the news background linking problem [27]. The proposed techniques address the news
background linking problem from two aspects: effectiveness and efficiency. To propose
these techniques, we first conducted a qualitative analysis of a sample of query articles
and its background links in an attempt to understand the notion of background relevance
[6]. Through our analysis, we drew multiple useful observations that paved the way for
our proposed news background linking solutions. These observations may further guide
the future research in this problem.

Addressing the effectiveness aspect of news background linking, we investigated
how to effectively rerank the candidate set of background links obtained using the full-
article ad-hoc based retrieval approach. We experimented with two approaches for this
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purpose: The first [7] uses a transformer-based model to encode both the query article
and its candidate links in the semantic space, then rerank the candidate links based
on an aggregation of both its lexical similarity and semantic similarity with the query
article. In the second proposed approach [8], we adopt Large Language Models (LLMs)
to first analyze the query article, reveal its discussed subtopics, then extract the relevant
information related to those subtopics from each candidate link . Finally, we ask the
LLM to rerank the candidate links in a zero-shot list-wise reranking setting. We show
in this work that both of our proposed reranking approaches exhibited a statistically
significant improvement over the full-article search method, marking new SOTA for the
news background linking problem.

To increase the efficiency of the background linking process, we propose to enhance
the lexical retrieval phase of the news linking process by reducing the size of the search
query issued to the retrieval system. Mainly, we propose to analyze the query article,
reveal its most influential keywords, then use these keywords instead of the full article,
in a simple ad-hoc setting, to retrieve the set of background links. We experimented
with multiple keyword extraction techniques for this purpose [9]. Through our pro-
posed search query reduction approach that adopts an unsupervised statistical keyword
extraction technique, we show that we can still effectively retrieve a set of relevant
background links, compared to the full-article search approach, but with considerably
limited number of search terms.

1.5. Research Findings

Below, we list our major research findings that pave the way for enhancing news
reporting through news background linking.

• Through our qualitative analysis for the notion of background relevance, we found
that query articles that are driven by the occurrence of some specific event in time
(e.g., a crime or a natural disaster) are, on average, harder to handle than other
articles that explore more general issues.

• We further found through our qualitative relevance analysis that highly relevant
background articles need to detail information on one/more subtopics mentioned
in the query article, with additionally introducing its own new subtopics or aspects
related to the query article’s main topic.

• We found that matching background links to query articles based on only lexical
similarity is a relevance factor for news background linking, but is not sufficient
for an optimal background linking process.

• We found that the best dense representation of news articles for the news back-
ground linking problem can be obtained though a sentence-level hierarchical
aggregation approach that adopts a sentence-based encoder.

• We found that an effective reranking of the candidate background links for a
query article cannot be achieved solely by semantic matching; We show that an
aggregation of the semantic and lexical matching scores can be used to better
rerank the candidate set.
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• Through our experiments with some Black-box LLMs, we found that these LLMs
can not be directly asked to effectively rank a candidate set of background links
for a query article. Yet, an analysis of the query article and its background links
through these LLMs allowed us to harness the capabilities of the LLMs for an
effective background linking process.

• The most effective and the most stable in performance LLM we experimented
with in news background linking is the black-box GPT4-Turbo model.

• We found that the query article needs to be considered as a whole for news
background linking, and its lead paragraphs are not sufficient to substitute it
during the background links retrieval process.

• We found that a simple statistical-based keyword extraction method can be adopted
to reduce the full-article search query into much fewer search terms, leading to
an efficient retrieval of the candidate background links, while maintaining the
effectiveness of the full-article search approach.

Throughout the rest of this dissertation, we elaborate on each of the above findings
while addressing our research questions.

1.6. Contributions

The contribution of this dissertation is multi-fold as shown below:

• We provide an extensive review of the literature of content only based news articles
contextualization and linking.

• We are the First (to our knowledge) to conduct a qualitative analysis of relevance
for the news background linking problem. Based on our analysis, we draw
informative insights on the notion of background relevance that can guide the
future research on the problem.

• We propose a zero-shot reranking technique for background links that adopts
transformer-based models to semantically match the query articles to its candidate
links. The proposed technique outperforms the full-article retrieval approach,
on average, over all the query articles released for news background linking,
establishing a new state of the art for the news background linking problem.

• We are the first, up to our knowledge, to address the news background linking
problem using Large Language Models (LLMs).

• We propose another reranking technique for background links that adopts a Large
Language Model, post curating its prompts on a training set of the query articles,
to analyze each query article and its background links and rerank those links effec-
tively according to this analysis. This approach further significantly outperforms
the full-article retrieval approach on the test set of query articles.

• We show that we can quite efficiently reduce the query response time needed for
the retrieval of the set of candidate background links using simple unsupervised
statistical keyword extraction techniques, with no statistically significant difference
in effectiveness than with the full-article retrieval approach.
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• We make our data and code for running all our experiments publicly available for
the future research on the news background linking problem.

The rest of this dissertation is organized as follows: In Chapter 2, we provide a
review of the literature on contextualizing news articles. Since we are interested in
our work on reranking the candidate set of background links retrieved through the full-
article search approach, we review further the recent work done for long documents
reranking. In Chapter 3, we present our qualitative analysis for the notion of background
relevance. In Chapter 4, we propose our first approach for an effective news background
linking that adopts transformer-based models for the semantic representation of news
articles. Chapter 5 details our work in harnessing the capabilities of LLMs for news
background linking. In Chapter 6, we propose our work to address the efficiency aspect
of news background linking. Finally, in Chapter 7, we conclude this dissertation and
show possible future work.
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CHAPTER 2: LITERATURE REVIEW
In the last decade, online news reporting services have played a vital role in changing

the way people share and receive news. Nowadays, many people read news online,
whether on the website of published newspapers or on digital-only news platforms. As
the news is increasingly being transmitted in the digital format and with news sites post
new information on an hourly basis, online news articles have been an excellent, rich and
reliable sources of information for many researchers in different fields. Consequently,
the research in news articles analysis have been ongoing heavily for many purposes such
as sentiment and bias analysis [28], [29], fake news detection [30], financial market
prediction [31], and event detection [32], among others.

While the research on news articles content analysis is vast, we focus in this chapter
on the research work that is mainly related to news articles conceptualization and to news
articles linking. Precisely, in Section 2.1, we survey the work done for understanding
the contents of news articles, with a focus on the work proposed to specifically solve the
news background linking problem within TREC. We additionally introduce the work
proposed earlier work for content-based news recommendation in Section 2.2.

As mentioned in Chapter 1, in our study, we are interested in reranking the set of
background links retrieved by using the query article as a search query. Accordingly,
in Section 2.3, we further review the work done, in general, for direct long documents
reranking.

2.1. News Articles Contextualization

Often, an author of any news article assumes that readers have certain background
knowledge on the article’s topic or story. This is of course not the case for many readers.
Therefore, it is essential to enrich articles with links to other sources of knowledge to
provide readers with the desired missing information. In this section, we review the
work precisely done for news articles contextualization. We first start by reviewing
the work done in TREC (considering other news articles than the query as sources of
knowledge). We then review the other work that was done earlier and considered other
sources of knowledge (such as Wikipedia pages).

2.1.1. News articles as sources of knowledge

News background linking is a problem that was mainly introduced in TREC starting
from 2018 till 2021 [3]–[5]1. Within TREC, a collection of news articles from the
Washington Post newspaper was released, and participants were asked to find background
links from within this news articles collection to a set of input query articles. Retrieved
articles from participants were pooled, then judged based on how much they help
readers of query articles in understanding its content and context. In this section, we
first introduce unsupervised methods for news background linking, that mostly adopted
an ad-hoc based retrieval approach to find the background links. Then, we introduce the
work that adopted supervised models for news background linking.

Unsupervised News Background Linking The news background linking problem
can simply be addressed following an ad-hoc search approach, in which an input query

1The overview paper for the news track 2021 was not published to the research community. Only
participants papers can be found on the website: https://trec.nist.gov.
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article is used as a search query and an inverted index of a collection of resources is
looked up for candidate links that match the search query. Since the best match from
the collection is the query news article itself, an exact match check is performed and the
query article is excluded from the results. Following this approach, Yang and Lin [33]
introduced several methods that were all implemented in Anserini [34]. One method
selected the 1000 article’s terms having the highest TF-IDF values from the article, and
used them as a search query. Another method used the first 1000 terms that appeared
in the article as the search query. Lopez-Ubeda, Diaz-Galiano, Valdivia, et al. [35]
constructed different queries using the article’s title, the full body text, and both the title
and the body, to generate initial results. The candidate articles were then selected based
on a k-means clustering to diversify the results for the newsreader.

A number of teams focused on extracting the most representative keywords from
the query article to be used as their search query. Bimantara, Blau, Engelhardt, et al.
[23] proposed to use key phrases extracted using TextRank [36] (a basic graph-based
text analysis algorithm) as a search query. They also investigated the use of a list of
named entities extracted also from the query article as the search query. Lua and Fang
[37] suggested splitting an article into paragraphs and extracting query terms from each
paragraph to form multiple search queries using a probabilistic model. The authors
later suggested, to assign different weights to a list of spotted DBpedia entities extracted
from the input articles [38] , and use these entities as their search query [39]. In 2019,
we participated in the 2019 track, using graph-based approaches to generate the search
queries [40]. Precisely, we experimented with the graph-based keyword extraction
mechanisms k-Core [41] and k-Truss [42] to determine the most influential terms from
the query article, and used up to 20% of the extracted terms from the query article as
a search query. Missaoui, MacFarlane, Makri, et al. [43] initiated a search first using
the named entities extracted from the query article’s title. They then used the top 10
retrieved articles in expansion to update the search query. Following the same approach
but with different initial queries, Ding, Lian, Zhou, et al. [44] used the title and body of
the input article with weights equal to 0.3 and 0.7, respectively, to retrieve their first list
of candidate links. They then adopted Rocchio and RM3 for expansion.

Wagenpfeil, Mc Kevitt, and Hemmje [45] converted each document in the Wash-
ington Post dataset to a node graph called Multimedia Feature Graph [46], and applied
similarity measures between the query article graph and other graphs to obtain the ranked
list of background links. Engelmann and Schaer [47] worked on reranking the top 200
articles retrieved using the full-article retrieval approach. They specifically extracted the
named entities from both the query and candidate documents, and developed a formula,
based on their analysis of the queries released in 2020, that computes the similarities
between those entities given their relation in the text.

Another technique was proposed [48] that attempts to selectively expand the query
articles during the lexical matching process based on whether this article is reporting
time-sensitive information. To retrieve the candidate background articles though, the
authors used, as a search query, the description of what readers want from a background
article (i.e., the information need). This description was only available for the TREC
2021 set of query articles that the authors experimented on, and was given by the track
organizers in TREC that year to show participants examples of what a reader would want
when seeking background articles. However, in a real life scenario, this description is not
intuitively known ahead, as news providers give readers only the news articles without
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a description of what is missing in it (required background knowledge). Therefore, it is
the goal of a background linking system to discover what is missing and use it to retrieve
the required background links.

Most of the unsupervised techniques shown above, in one way or another, attempted
to capture a sort of lexical similarity or distance between the query article and its
background links. While important, some useful background links may be contextually
helpful, yet written with different vocabulary, different writing style, or using different
entities, than the query article. Hence, we hypothesize that ensuring that the semantics
of both articles are captured and evaluated is further essential to ascertain that all useful
background articles are retrieved during the background linking process.

Supervised Models for News Background Linking Regarding the use of supervised
models for news background linking, teams followed two lines of work. The first
line used the learned models as is, without further training or fine-tuning, in order to
represent the query and background articles in the semantic space, and compared the
pair’s semantic representation hoping to reveal its actual contextual relatedness. In the
second line of work, the participating teams attempted to learn models to either represent
the articles in the semantic space or to estimate the usefulness of a background article
to a query article.

Following the first line of work, Khloponin and Kosseim [49] semantically repre-
sented all articles in the news collection as vectors using Doc2Vec distributed repre-
sentation [50], then they ranked all articles in the collection using its cosine similarity
with each query vector. Day, Worley, and Allison [51] followed the same approach,
but computed embeddings for the documents using Sentence-BERT [22]. In their
work however, an initial set of background links were first retrieved using the highest
in TF-IDF terms as a search query, then for each article in this set, an embedding is
generated by pooling the embedding vectors of the leading three paragraphs generated
by Sentence-BERT. Khloponin and Kosseim [52] explored other document represen-
tations models, with different proximity measures. Among the models they compared,
they found that GPT2 and XLNet embeddings generally lead to higher performance in
the semantic representation of articles for this task, yet not to the extent that outperforms
the lexical matching for news background linking.

Deshmukh and Sethi [53] and Sethi and Deshmukh [54] suggested first to obtain
a candidate list of background links by using a search query constructed from terms
extracted from within the query using a TF-IDF updated formula. RAKE keyword
extraction algorithm [55] was then used on each retrieved candidate to produce a set
of keywords which were further concatenated and fed to a Sentence-Bert model to
obtain an embedding for the candidate. Candidates were finally sorted given their
keywords semantic similarity to the query article. Cabrera-Diego, Boros, and Doucet
[56] proposed to initially obtain an embedding for each article in the Washington Post
dataset by averaging all the tokens embeddings generated by a pretrained model from
the Sentence-BERT family, after feeding the query article to the model sentence by
sentence. The generated embeddings were then indexed in a dense index using the
Open Distro for ElasticSearch2. Finally, to get the background links for a specific query
article, the authors issue three queries to the indexing platform, the first two are lexical
based ones using keywords extracted from the article’s title and the article’s body and

2https://opendistro.github.io
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the third is a query that asks the index to retrieve the documents using K-NN and cosine
similarity of the dense vectors.

Following the second line of work, Rahul Gautam [57] trained first a word2vec
model on all articles in the news collection. They then represented each article as the
sum of the vectors of its most frequent non-stop 25 words. Cosine similarity between
the embeddings of the query article and the candidate background articles was then
used for obtaining the background links. Foley, Montoly, and Pena [58] trained linear
learning-to-rank retrieval models on the 2018 set of queries, and adopted the Coordinate
Ascent model [59] to select the best set of features for the model. Those features
included textual similarity features, temporal features(ex: difference in publication
dates), quality features (ex: candidate document length) and Clickbait features (ex:
clickbait-probability of candidate title). Koster and Foley [60] trained a Random Forest
model on the 2018, 2019 and 2020 sets, with the same set of features. This model though
failed to produce more effective results. Qu and Wang [61] used logistic regression to
train a multi-class classifier to rerank candidate background articles. Candidates were
classified from 0 to 4 according to how much knowledge they provide to the query
article. The top 80 frequent words in the query article (using TF-IDF scores) were used
as a search query to retrieve an initial set of 1,000 candidate background articles.

Adopting BERT [62] for background linking [62], Ak, Köksal, Fayoumi, et al.
[63] suggested further two supervised methods: The first used BERT-based extractive
summarization methods to generate a summary of 180 words from the query news article,
then used this summary as a search query to retrieve the background links. The second
method fine-tuned the next sentence prediction task in BERT for background linking.
Since BERT input is limited to 512 tokens, both the query article and the candidate
background article were cropped to 256 tokens during the fine-tuning process.

In an attempt to analyze the different topics discussed in the news articles and how
much the common topics between articles affect relevance in this problem, Ajnadkar,
Jaiswal, Gourav Sharma, et al. [64] used a trained LDA model to analyze the news
articles in the Washington Post dataset and obtain its topic distributions, then find the
most similar articles to a given query article based on the maximum cosine similarity
between the topics representation vectors.

The work reviewed above attempted to capture, somehow, the semantics of the query
and the candidate background links for a better linking process. Yet, the techniques
proposed treated the query article as one entity. Most often though, a news article
discusses several subtopics related to its main topic within its paragraphs, and a useful
background article may extend the reader’s knowledge on just one or more of these
subtopics, not necessarily all of them. Accordingly, we hypothesize that an effective
background linking technique needs to evaluate the information provided in the candidate
background article’s against the different components/parts of the query article, not
against the query article as a whole. In fact, in the 2021 news background linking
track, TREC released a set of subtopics manually extracted from each query article,
and asked participants to find background articles for each subtopic. We participated
in this track with a background linking system that splits the candidate background
links into paragraphs, uses a passage reranking model to rerank the paragraphs given
the subtopic as a query, then assign the background article the score of its maximum
scoring paragraph [65]. In a real life scenario though, the subtopics of a query article
are not intuitively known ahead. Thus, we need to figure out how to effectively split the

17



article into subtopics.
Finally, considering all the techniques/ methods used to retrieve the background links

from news articles, we note that the most stable and effective method presented by the
participants within TREC, considering most years of the track, was a brute-force method
that used the full input query article as a search query in an ad-hoc setting to retrieve
the background links. This approach was introduced by different teams using different
platforms and with different preprocessing setups. For example, some participant teams
opted to filter out articles that were published after the query article and other teams did
not. Also, some teams filtered non-relevant articles ahead of the indexing process, and
others included it in the index and filtered it out or penalized it after the retrieval process.
Yet, regardless of the setup, this simple retrieval method always showed a stable high
performance compared to all other proposed approaches for news background linking.
Aside from the work of some participants that showed slight improvement for some
of the queries released specifically in 2021 over their implementation of the baseline
method [47], this method still, on average considering all the query articles released in
the news background linking track, outperformed most of the other approaches proposed,
making it the SOTA for the news background linking problem.

It is important to highlight here, however, that the full-article ad hoc-based retrieval
approach considers only the lexical similarity between the query article and the back-
ground links as a relevance signal. Further, it considers the query article as a whole
during the matching process. As mentioned before, this approach in retrieving the
background links might miss background articles that are written with a different vocab-
ulary or that expand the newsreader on only one or few aspects mentioned in the query
article. Therefore, assessing the background links using other relevance signals, other
than the lexical similarity with the whole query article, is essential to ensure an effective
background linking process. The optimal reranking of the candidate links retrieved by
the full-article retrieval approach though shows big room for improvement. This leaves
a challenge in building an effective news background links reranking system that can
effectively rerank the background links for a query article while considering multiple
relevance signals, which is our focus in this work.

2.1.2. Other sources of knowledge

Aside from the work that was done for the background linking task in TREC, there
has been some research into contextualizing the news articles using external sources
(other than other articles from the same collection). Ravenscroft, Clare, and Liakata
[66] built a system that links a news article that reports or discusses a specific scientific
research paper into this mentioned paper. The content of each news article was processed
to extract possible names of authors and scientific organizations. Pairs of author names
and organizations were then used as a search query, utilizing Microsoft Academic
Knowledge, Scopus and Springer APIs, to retrieve an initial set of candidate scientific
articles. Candidate articles were then scored using a mechanism that is based on the
Levenshtein Ratio between the entity mentions in the news article and the authors names
and affiliation in the scientific work. Finally, candidates were ranked according to their
scores.

Recognizing named entities that are mentioned generally in any text and specifically
in news articles, then linking these entities to entities in knowledge sources, has been an
active research area in text contextualization. In fact, there is a research problem called
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Wikification, in which, entities are supposed to be spotted in a text and then linked back to
a Wikipedia page. Various systems have been introduced for named entity recognition,
such as Stanford NER [67] and TagMe [68]. More recently, a number of systems were
also proposed that performs both entity cognition and entity linking. Examples of these
systems are Spotlight [38], Conerel [69] and Recognyze [70].

In [71], Rudnik, Ehrhart, Ferret, et al. produced mappings between news articles
and events in Wikidata. To check if an article mentions a Wikidata event, the publishing
date of the article was checked against the date of the event. Additionally, the article
was checked to see if it mentions the event location in its lead paragraphs and title.
Finally, the lead paragraphs of the article were checked for high similarity score with
the Wikidata event type and title. For annotating the events within the articles, the
authors used a predefined news events vocabulary. There have been additionally some
work recently on detecting events within new articles that discuss incidents or stories,
and cluster these articles according to the story it covers [14], [15]. This is to provide
readers with links to other articles that report the same story.

To enrich news articles with data visualizations that are available on the web (Ex:
maps, line graphs, bar charts) Lin, Ford, Adar, et al. [72] proposed a system that uses
a learning to rank classifier to link news articles to visualization images that exist on
Wikipedia. The candidate images were extracted from the webpages of named entities
that were mentioned in the articles. To train the classifier, features such as the semantic
relatedness score between the article’s title and content and the image caption or its
contained page were used.

Linking the news article’s content to entities in knowledge sources or to visualizations
will allow readers to gain more knowledge on the article’s content, and accordingly help
the readers contextualize it. Nonetheless, as some articles may not have named entities,
additional techniques for contextualization are required. Moreover, the Wikipedia pages
or the linked knowledge sources may not contain the up-to-date information that the
reader seeks. The work reviewed above, however, in general can be complementary to
the research done in news background linking using news articles as background links.

2.2. Content-based News Recommendation

The goal of news recommendation systems in general is to make reading suggestions
to readers [73]. Recommendation systems are mainly implemented in two ways: col-
laborative or content-based filtering. In collaborative filtering [13], [74], [75], a reader
is known to the news provider, and his past behavior along with similar behaviors made
by other readers, are utilized to select what to offer to the reader next. In content-based
filtering [76], the content and properties of the documents that the reader checked in the
past are analyzed to recommend documents with similar or related content. Since our
goal is to link articles solely based on their content, we opted to review here the work
done for content-based recommendation of articles.

Lv, Moon, Kolari, et al. [76] developed a unified relatedness function that computes
the probability of recommending one article to the reader of another article. The function
was developed using a learning to rank model that took as input: the lexical similarity
between the pairs of articles (measured using cosine similarity, BM25, language models
with Dirichlet prior smoothing, and language models with Jelinek-Mercer smoothing),
and the articles’ connection clarity was computed using the KL-divergence between the
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topical distributions of both articles.
In[77], Desarkar and Shinde acquired a set of articles to recommend to a reader

by adopting an optimization algorithm that optimizes some aspects between the query
and candidate news articles. These aspects include the articles’ topical similarity, its
common entities mentions, its publishing date and popularity.

There has been also some research work on news recommendation that utilizes, in
addition to the news content, some features about the reader that can be obtained, even
if the reader is anonymous to the news source. For example, Chen, Lukasiewicz, Meng,
et al. [78] utilized the current location of the reader as well as the location at which the
news happened to perform the recommendation. Another example is the work done by
Souza Pereira Moreira, Ferreira, and Cunha in [79], which regarded the articles that the
anonymous reader is checking in a browsing session as his preference, and recommended
the news of interest to him accordingly.

News background linking can be viewed as a special type of news recommendation,
where the goal of the recommendation process is to recommend articles that the reader
can read to increase his knowledge on the subject of the article at his/her hand. The above
techniques though considered only the general relatedness between a couple of articles
for recommendation. As shown from the background linking examples in Chapter 1, the
articles that may be recommended to a reader because they are related to the query article
may not contain the background information that the reader seeks. Hence, the criteria
that judges the background relevance between articles needs to be further investigated
and considered when recommending articles to readers.

2.2.1. Event Extraction and Information Threading

There has been some work on extracting information about events from large unstruc-
tured collections of news articles and link articles that discuss the same event together,
forming a story line or an information thread to the newsreaders [14]. Assuming that
a query article for news background linking is actually reporting an event, then articles
that contain information about this event might be useful background links.

To find articles that discuss the same event, some research focused on extracting
trigger event words or phrases from the news articles and use these keywords to relate
articles that discuss the same event together [16], [18]. Other work focused on answering
more specific questions like Who did What, When and Where from the articles, then
use these questions answers along with the temporal relations between the articles to
link it together [80]. Further, some research focused on building supervised models that
classify the sentences within articles based on the event entities it mentions, then use
these sentences to illustrate the evolution of events over time [15].

It is important to note here though that the information acquired through information
threading might not be the only background information needed for a query article that
discusses an event. For instance, a useful background information may be obtained
from reading about similar events as the one mentioned in the query article. In addition,
a useful background article may not at all mention or discuss the event reported in
the query (as shown in the examples in Chapter 1. Furthermore, a query article may
discuss general subjects and may not at all mention a specific event. Therefore, this
line of research, while it may benefit newsreaders, can’t be solely and effectively used
to address the news background linking problem.
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2.3. Long Documents Reranking

Since news articles are considered relatively long documents and our goal is to rerank
the candidate set of news articles obtained through the full-article search approach, we
opted to review here the work done for direct long documents reranking.

Direct document reranking is usually used in information retrieval systems to enhance
the ordering of a set of documents initially retrieved for a specific search query. It
mainly involves reordering these candidate documents given some preference criteria.
While earlier work for direct document reranking adopted lexical based methods such as
content-based analysis of documents [81] or document clustering [82] , the vast majority
of the recent work that we reviewed for long documents reranking adopted Pre-trained
Language Models (PLMs) to represent the query and the documents in the semantic
space, and rerank the documents given its semantic similarity with the query.

PLMs have proven to be effective for a number of tasks [62], [83]. When dealing
with long documents though, researchers are faced with the context length restriction
imposed by these models. To overcome this limitation, many approaches have been
proposed recently. A number of researchers broke the candidate documents into chunks
of texts (passages), and aggregated relevance signals with the query from those passages.
Dai and Callan [84] split each document using a sliding window of 150 words passages
with a stride of 75 words, then used BERT [62] to predict a score for each passage
given the query. Finally, they calculated the document scores as the score of its first
passage, the score of its best passage or the sum of scores of its passages. Yilmaz, Wang,
Yang, et al. [85] split the document into sentences, used BERT to infer the relevance of
each sentence to the search query, then applied a weighted sum of the top three scored
sentences to compute the document scores.

Jiang, Xiong, Lee, et al. [86] explored building a transformer model that adopts
sparse attention in order to be able to process long text documents for different tasks,
including documents ranking. In addition to global query tokens, additional local
attention tokens were added at the beginning of each sentence in the candidate document
in order to capture the document’s relevance to the query. Very recently, Gao and Callan
[87] suggested to first independently encode the query and the document using two
Transformer encoders, then use another interaction module/Transformer that applies
self attention on the query tokens, and a cross attention between the query tokens and
all the document tokens. The author further suggested splitting the document into
chunks, obtain an independent representation for each chunk, then concatenate those
representations as a document representation before feeding it to the interaction module.
In their experiments, the authors used a chunk size of 512 tokens, with maximum
6 chunks per document. Li, Yates, MacAvaney, et al. [88] proposed to aggregate the
passages representations into a document representation before calculating the document
score. Post using BERT to obtain a representation for each passage, the representations
of passages are concatenated in order and fed to a transformer layer to obtain an entire
document representation. This representation passes through a feed forward network to
compute the document score. In their work, documents were split into maximum 16
passages using a sliding window of 225 tokens with a stride of 200 tokens.

All the above models experimented with datasets that contained relatively short
queries such as questions, documents titles, or sometimes document descriptions. Ac-
cordingly, it focused on how to bypass the context length limit restriction of transformer-
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based models for only the relatively long candidate documents. In news background
linking, however, the query article is also a long piece of text that needs to be represented
to the reranking model. Accordingly, there is a need for models that are able to perform
long to long document matching.

Recently, there has been some work on building supervised models that specifically
aim to overcome the limits in models that apply short to long documents matching.
Yang, Zhang, Li, et al. [89] proposed SMITH, a dual encoder matching model that
takes a pair of long documents as input and creates an independent representation for
each document in the documents pair with a goal of increasing the pair similarity score.
To create a document representation using encoders with limited input length such
as BERT, a document in SMITH is split into blocks of pre-defined size that contain
multiple sentences. The model was trained with a masked block task, and was tested on
matching Wikipedia pages of similar outgoing links. Adopting similar work, Pang, Lan,
and Cheng [90] used PageRank during the document representation learning process
to filter out noisy sentences and words from documents, to increase the efficiency of
the matching process. The proposed model was tested on a Chinese news corpus,
where pairs of news articles were considered positive samples if they share the same
news story. Jha, Rakesh, Chandrashekar, et al. [91] introduced CoLDE, a contrasting
learning model that is trained using a pair of documents with the goal of maximizing
the similarity between sections of the same document and minimizing the similarity
between sections of different documents. The model hence breaks a document into
two sections during the encoding process, then each section is further split into 512
tokens chunks. Post chunks representation through BERT encoders, an LSTM is used
to generate section representations for each document. CoLDE was tested on datasets
that include pairs of scientific articles commonly cited, Wikipedia articles that share
outgoing links, and patent documents that have similar topics.

All of the above models that were proposed for long-to-long document matching
were tested for binary relevance, and for tasks other than news background linking.
Whether they will perform as effective for news background linking that require multi-
class classification is still an open research for investigation.

2.4. Conclusion

The above literature review has emphasized the need for a more effective news
background linking system that considers other relevance factors in addition to the lexical
similarity factor used by full-article retrieval approach. We showed that a number of
systems attempted to adopt supervised models for news background linking, yet they
were not reported to be more effective than the simple full-article retrieval approach.
From reviewing the proposed systems for specifically news background linking, one can
further notice that the notion of background relevance is not yet quite understood nor
captured by any of the proposed systems for news background linking, as most of these
systems didn’t identify the actual criteria that judges the background relevance while
building their systems. This leaves finding these criteria and harnessing it for building
effective news background linking systems, a research gap. Our review here additionally
showed that there is still a challenge in building an effective reranking model for candidate
background links retrieved using the full-article retrieval approach, as both the query
article and the candidate background links are relatively long documents that need to
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be represented to the reranking model. Following, we show our work in understanding
the notion of news background relevance, and how we adopted this in our proposed
background linking approaches.
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CHAPTER 3: QUALITATIVE ANALYSIS OF BACKGROUND RELEVANCE
News background linking is a relatively new problem in the research field. As

shown in the previous chapter, most of the systems proposed to address this problem
adopt techniques that doesn’t actually depend on understanding the exact notion of
relevance in this specific problem, and why a specific background document might be
more useful to the reader of a query article than another document. We argue that there
are some characteristics that are inherent to the nature of background relevance and
that need special attention not properly captured by the existing proposed techniques to
address this problem. In this chapter, we show our qualitative analysis on a sample of
query articles and their corresponding judged articles released by TREC. The objective
of the study is to better understand the notion of background relevance. More precisely,
we aim to determine the criteria that distinguish background articles from non-relevant
ones. Based on the identification of that criteria, more effective and efficient background
linking approaches can be developed.

There are many criteria that distinguish one news article from another. Among
these criteria is the article’s main topic, its discussed subtopics, whether it is a short
news report or a feature article discussing a specific topic in details, whether or not it is
event-triggered, and whether it reports hard news or soft news. Event-triggered articles
are the ones that are mainly triggered by the occurrence of an event in a specific time
(e.g., a terrorist attack incident). Non event-triggered articles, however, discuss more
general topics (e.g., the cost and benefits of college education). Hard news often covers
subjects such as politics, crimes or economics. Soft news, however, generally aim to
entertain or advise the readers. It discusses subjects such as art, sports and lifestyle.

This chapter aims to address the research question:
RQ1: What criteria in both the query and its candidate background articles affects

the background retrieval relevance?
To address this questions, we specifically aim to answer the following sub questions:

• RQ1.1: Do the background and query articles have a common main topic?

• RQ1.2: What is the relation between a query article and its background article in
terms of the topics discussed in each?

• RQ1.3: Should we handle the query articles that are driven by the occurrence of
events differently?

• RQ1.4: To what extent, does the lexical similarity between the query and back-
ground links affect the relevance in this problem?

Through the rest of this chapter, we address each of the above questions in detail.
While, our qualitative analysis of news background relevance here is based on our own
subjective view of the articles, we believe that the insights drawn through our discussion
of the results can help develop more effective background retrieval models. In fact,
this study opened the door to one of our proposed techniques for an effective news
background linking process as shown in the following chapters of this dissertation.
Following, we give details on the Washington Post Dataset specifically released for the
news background linking problem in Section 3.1, with details on the selected annotated
samples. Then we explain our annotation process in Section 3.2. Finally, we present
and discuss our results in Section 3.3.
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Year / Relevance Level 4 3 2 1 Total Relevant Non-Relevant
2018 106 164 584 1189 2043 6465
2019 273 431 660 1677 3041 12614
2020 50 132 631 1603 2416 15348
2021 261 266 582 1448 2557 10351
Total 690 993 2457 5917 10057 44778

Table 3.1: The number of judged articles in the Washington Post Dataset, in each
relevance class, given each year of running the background linking task

3.1. Dataset

The only available dataset for news background linking is the Washington Post
dataset released by TREC for this task. The latest version of the dataset contains
728,626 entries published from January 2012 through December 2020. Four sets of 50,
57, 49 and 51 query articles were released in each year of running the task at TREC from
2018 to 2021 respectively. Each article in the dataset is formatted as a JSON object,
which is broken into a title and multiple content paragraphs with HTML text. Each
article is associated with metadata such as the title, author URL, and publishing date.
The dataset contains news articles with the type ”Opinions”, ”Letters to the Editor”,
or ”The Post’s View”. These articles are considered non-relevant in the background
linking task.

Each pooled article from participants to the background linking task was given a
background relevance level given the scale below, taken from TREC description of the
news background linking task [3]:

• 0: The linked document provides little or no useful background information.

• 1: The linked document provides some useful background or contextual informa-
tion that would help the user understand the broader story context of the query
article.

• 2: The linked document provides significantly useful background

• 3: The linked document provides essential useful background.

• 4: The linked document MUST appear in the sidebar otherwise critical context is
missing.

Table 3.1 shows the statistics of the background links within the dataset, in each
relevance level, and in each year of running the background linking task within TREC.
Note that the relevance levels representations within the Washington Post dataset is
highly skewed. For example, the highly relevant background articles (level 4) are very
few compared to the other lower but also relevant articles. Additionally, the total number
of relevant articles is almost quarter the number of non-relevant ones. This shows the
challenge in building a news background linking system that can effectively retrieve the
useful background links.
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Evaluation Measure : As mentioned before, the goal of news background linking is
to present readers with links to the most useful resources that provide the contextual
information on the content of the query article. Compared to other cases where a user
in a search engine is presented with a relatively big list of retrieved documents to select
from, readers of news articles are usually presented with very few links at the tail of
the news article’s page. Hence, nDCG with depth 5 is used as the primary evaluation
measure for effectiveness in this problem as it allows each retrieved link to have a graded
relevance as shown above. The gain value for each link/article is calculated as 2r, where
r indicates the relevance level given the scale shown above.

Annotated Samples In our qualitative analysis for background relevance, we randomly
selected 25 query articles from the 2018 query articles of the Washington Post dataset.
For each chosen query q, we sorted the background articles in descending order of the
relevance level, excluding the articles of zero relevance level (i.e., non-relevant), and
then chose the top 5 of them to annotate (if any). To ensure that our sample covers all
relevance levels, we additionally added one randomly-sampled judged article from each
relevance level that was not represented in the top 5 (if any). For non-relevant articles,
we sampled two judged articles that mostly appear as potentially-relevant from their
titles. Overall, we annotated 227 articles, 25 query articles and 202 judged articles
(an average of 8 per query) distributed as follows: 51 judged articles of relevance 4, 35
of relevance 3, 33 of relevance 2, 33 of relevance 1, and 50 of 0 relevance.

3.2. Annotation Process

For each query article, we identified the following:

• Main topic: This is defined as the main subject that the article’s author seeks
to introduce to the reader. To identify the main topic, we assumed that authors
adopted the widely-known inverted pyramid structure [92] when they wrote their
articles, where the essential and most attention-grabbing elements are introduced
first. Accordingly, we considered the title of the article as well as the first one to
two paragraphs as the sources for identifying the main topic.

• Whether the title is indicative enough of the main topic.

• Subtopics: We define subtopics as aspects that are related to the main topic
and that expand its discussion from a particular view. For example, if the main
topic is about ”an accident of a black bear attacking a camper”, subtopics can be
“similar black bears attacks”, or “food searching habits of black bears”. Subtopics
are usually mentioned in later paragraphs in the article. In our annotations, we
identified up to 4 subtopics for each judged article.

• Whether the article is event-driven or not: Event-driven articles are the ones that
are mainly triggered by the occurrence of an event in a specific time (e.g., a terrorist
attack incident). Non event-driven articles, however, discuss more general topics
(e.g., the cost and benefits of college education).

• Total Judged-Relevance: We computed the total judged-relevance score as fol-
lows: R(q) =

∑
a∈J(q) r(a, q) where r(a, q) indicates the judged relevance level
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Figure 3.1: Percentage of the judged articles having the same or different main topic as
the query articles.

of a with respect to q. It gives a rough indication of how easy (difficult) for a
background retrieval system to answer the query, based on the assumption that the
more (less) background articles with high relevance levels for a query article are,
the easier (harder) for the system to find relevant articles for it.

For each judged article, we identified the main topic and subtopics, as described
above, in addition to the following:

• Whether it has the same main topic as the query article.

• Discussion of Query Topics: Here, we identified the extent to which the judged
article discusses the topics (including both the main topic and subtopics) that are
of the query article. For this, we assigned a score from 0 to 4, where 0 indicates no
subtopics are discussed, 1 indicates it just mentions one subtopic with no further
details, 2 indicates it mentions at least two subtopics with no further details, 3
indicates it discusses one subtopic with more details, and 4 means it discusses at
least two subtopics with more details.

• Addition of New Subtopics: Here we identified the extent to which new subtopics
mentioned in the judged article are useful to comprehend/contextualize the query
article. For this, we assigned a score from 0 (indicating none of the newly-added
sub-topics are useful) to 3 (indicating the newly-added sub-topics are very useful).

• In case the query article is event-driven, whether the judged article mentions that
event or not.

3.3. Results and Discussion

We discuss in this section, the results of our analysis addressing each of our former
identified research question, and providing insights regarding the notion of background
relevance in the context of each question.

To address RQ1.1, Figure 3.1 shows the percentage of judged articles that have the
same (or different) main topic as the query article at each relevance level. We notice
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Figure 3.2: Relation between query topics discussion, new subtopics addition, and
relevance of judged articles.

that the vast majority of the background articles, regardless of the relevance level, do
not have the same main topic as the query article. Moreover, some articles have the
same main topic but judged non-relevant. Furthermore, we found that, in 25% of the
annotated query articles, the title is not at all indicative of the main topic. For example,
the query article titled “The solution to Climate Change that has Nothing to do with Cars
or Coal” focuses mainly on the effect of deforestation on the environment. We further
noticed that, for event-driven articles, 41.7% of the titles do not even refer to the event.
Consequently, methods that utilize the title or the first paragraph to form a search query
or to construct training samples (e.g., [44]) are subject to lower performance compared
to utilizing the full content.

Motivated by our observation that having the same main topic as the query article
is not the key to background relevance, we investigated the relation between the other
topics discussed in both the query and judged articles to address RQ1.2. Figure 3.2
illustrates the relation between the discussion level of query topics, level of new subtopics
addition, and relevance level, where bigger bubbles indicate more judged articles of the
corresponding levels.1 It is clearly noticed that highly-relevant background articles
(colored in cyan) simultaneously discuss, to a great extent, the topics of the query
article and add new subtopics that are very useful in comprehending it. In fact, the
correlation between the relevance level and levels of query topics discussion and new
subtopics addition are 0.46 and 0.64 respectively; however, the figure indicates that each
separately is not enough for highly-relevant background articles.

We next investigate some characteristics pertaining to the event-driven queries in the
context of RQ1.3. Figure 3.3 depicts Total Judged-Relevance scores for event-driven
queries compared to non-event-driven ones. The score for each query is also broken
down into two sub-scores over the corresponding judged articles published before and
after the query article. Comparing the average scores of the two types of queries indicates
that event-driven queries are generally harder to handle than others. Furthermore, the
figure shows that most of the background articles are published before the query article

1We added small noise in few cases to ensure no bubble of any level is hidden.
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Figure 3.3: Total judged-relevance scores of query articles.

Figure 3.4: Distribution of the judged articles of event-driven queries over relevance
levels.

for both types; however, for event-driven query articles, some background articles were
unexpectedly published after the query article itself. Upon investigation, we found that
some articles are based on an event that is still to happen in the future. For example,
query 427 titled “Here’s What Happened to People Who Tried to Watch a Solar Eclipse
Without Special Glasses” talks about an eclipse that actually occurred a month later.
Hence, all articles that discuss subtopics related to the eclipse, and were published after
this article but before the actual eclipse, were judged relevant.

Focusing on event-driven queries, Figure 3.4 explores the relation between the
relevance level of their judged articles and whether they mention the event or not. Two
major observations are revealed. First, as expected, the majority of the highly-relevant
background articles (3-4 relevance levels) do indeed mention the event. However, a
considerable number of them do not. We found that those articles often discuss the
context at which the event appears and in many cases, they add knowledge on the future
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Figure 3.5: Jaccard similarities between query articles and judged articles at different
relevance levels.

consequences of the event. For example, the article titled “A bear mauled a cyclist in
the Alaskan woods” was found to be relevant to a query article that details an incident
of a bear attacking a camper in Colorado. Although this article does not mention the
exact event of the query article, it talks about deadly attacks of bears, which is clearly
a context of the query article. Second, 9 articles mentioned the event, but they were
judged non-relevant. We found that they neither discuss the topics of the query article
in detail nor add new useful subtopics, indicating that just mentioning the event is not
sufficient for background relevance.

As mentioned in Chapter 2, the most effective method for news background linking
follows a simple ad-hoc based retrieval approach that is based mainly on measuring
the lexical similarity between the query article and the background links. The opti-
mal reranking of the candidate links obtained through this method however shows big
chances for improving the retrieval effectiveness. We can conclude from this that some
background articles do not exhibit the highest lexical similarity with the query article,
yet they are relevant and vise versa. It is intriguing though, to investigate the lexical
similarity between the query articles and their judged articles in our annotated samples
to see to what extent does the lexical similarity affect relevance in news background
linking (RQ1.4). For that, we have computed Jaccard similarity (as an example mea-
sure of lexical overlap) between the query article and the judged articles using the 100
most-frequent terms in each (after stop words removal, lower-casing, and stemming).
Figure 3.5 is a scatter plot of the computed similarities over our annotated set of judged
articles distributed over different relevance levels.

The figure indicates several interesting observations.2 First, higher levels of relevant
articles have, on average, higher similarities with their corresponding query articles.
However, many of them do not exhibit high similarity with the queries. Two examples
are the ones at the right-bottom corner of the plot. In fact, the correlation between
similarity and relevance levels of the background articles (i.e., excluding non-relevant
ones) is 0.43, which is positive but not very strong, indicating that lexical similarity is

2We found similar patterns when Jaccard similarity is computed over the full text of the articles instead
of just the 100 most-frequent terms.
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a relevance factor but not sufficient. Second, we notice that the similarity scores are
generally low, ranging from 0.01 to 0.3, suggesting that effective background linking
methods should go beyond traditional models that are based on only the lexical-overlap
between the query article and its background links. Finally, some non-relevant articles
have relatively-high similarities. A couple of examples are the ones in the top-left corner
of the plot, reassuring the earlier suggestion.

3.4. Conclusion

To sum up, in this chapter, we showed how we analyzed a sample of the query
articles and their background links in an attempt to understand the notion of background
relevance, and build more effective news background linking systems. Through our
analysis, we believe that an effective news background links might be built by distin-
guishing “event-driven” query articles from other query articles and treat each differently
during the linking process. We hypothesize that to find the relevant background links
for an “event-driven” article, one needs first to identify the discussed event, then fo-
cus on finding other articles that explain context information around the occurrence of
specifically this event (such as more information on event participants, other earlier or
similar events that might led to it, why this event occurred, . . . etc.). We also observed
through our analysis that an effective news background linking system may consider
the identification of the specific topics discussed within the query article and aim to
find background links that expand the knowledge on these specific subtopics with more
knowledge or other related new subtopics.

In the next chapter of this dissertation, we will detail our first proposed news back-
ground linking approach. The proposed approach does not directly depend on the
insights drawn from our qualitative analysis of relevance shown in this chapter. Yet, it
benefits from the intuitive observation, confirmed as shown above by our analysis, that
lexical similarity is not the only relevance factor for news background linking, and that
some highly relevant background links might have very low lexical similarity with the
query article. Hence, it integrates the lexical and the semantic matching signals between
the query article and its candidate links for an effective background linking process.
Later, in Chapter 5, we will show how we actually used other insights drawn from this
chapter to build our second proposed news background linking approach.
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CHAPTER 4: ZERO-SHOT RERANKING WITH ENCODER MODELS
In this chapter, we present our work on how to increase the effectiveness of the full-

article search method through the reranking of its retrieved background links. As shown
from our qualitative analysis for the notion of background relevance in the previous
chapter, some news articles exhibit very high relevance with the query article even
though they are written with different vocabulary. Accordingly, we must investigate
other relevance signals than the lexical similarity. We hypothesize that for some query
articles that do not report specific news events but rather discuss general subjects,
deviating from the query article’s exact vocabulary is actually essential in order to find
new background links that are not just duplicating the knowledge in the query article. In
other words, we need to go beyond the surface-level information that exists in the query
article in order to find what actually benefits the reader.

Although some research studies adopted semantic matching in news background
linking as shown in Chapter 2, none showed significant improvement over the simple
lexical matching between the query article and the candidate link. Accordingly, in our
work, we propose to integrate both the lexical and semantic relevance signals for more
effective news background linking. As training data is relatively scarce for the task,
we opt to adopt a zero-shot setup that leverages the transfer learning capabilities of
existing pre-trained Transformer-based encoders for effectively representing spans of
text in the semantic space. We propose to split the query article into multiple passages
(potentially capturing its subtopics), encode each passage and match it with the candidate
background link, and finally aggregate the matching scores for better semantic ranking.

To work in the semantic space, many pre-trained Transformer-based models were
recently proposed [22], [24], [25], [93]; each of which has a restricted length of the
input sequence and was trained using different text types. While some were trained
given sentences as input, for example, others were trained on longer sequences, such as
paragraphs, Wikipedia articles, or full news articles. Those models were shown to be
effective in different language understanding tasks, such as text classification and docu-
ment retrieval [94], page linking [95], sentence similarity and sentence clustering [93],
[96]. However, to our knowledge, they were not effectively adopted for the specific task
of news background linking before. Accordingly, we aim to study the effectiveness of
those models in semantic matching between the query article and the candidate links for
better news background linking.

More specifically, in this chapter, we address the research question:
RQ2: Can we adopt Encoder models for a semantic based reranking of the links

retrieved through the full-article search approach?
To address this question, we aim to investigate the answers to the following sub

questions:

• RQ2.1: Given the input sequence length restrictions of existing pre-trained en-
coder models, what is the best model to use, without the need for further pre-
training or fine-tuning, to represent news articles for semantic-based news back-
ground linking?

• RQ2.2: Can we integrate both the semantic and lexical relevance signals for an
effective reranking of the candidate background links?

• RQ2.3: Do the query articles vary in their need for the lexical and semantic
relevance signals for reranking the candidate background links?
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To address the above questions, we propose a zero-shot approach that does not need
any labeled data. We rely on the recent pre-trained dense encoder models to semantically
represent the news articles. For a given query article, we then apply semantic matching
to rerank a candidate set of background links obtained initially by sparse retrieval. Our
results show that the best dense representation of news articles for our problem is a
sentence-level hierarchical aggregation using a sentence-based encoder. Regardless of
the representation model though, we found that an effective reranking of the candidate
links cannot be achieved solely by semantic matching; we show that a normalized sum of
the semantic and lexical matching scores can be used to better rerank the candidate set.
This simple zero-shot integration of relevance signals exhibited a statistically significant
improvement over the state of the art (SOTA) approach for the news background linking
problem. Our analysis of the different query articles further revealed that the degree
by which a semantic relevance signal is used should be query-based. If this degree is
predicted accurately, further significant performance improvement can be achieved.

In the rest of this chapter, we present first our preliminary work in supervised news
background linking in Section 4.1. We then show the details of our proposed framework
for the zero-shot encoder-based news background linking approach in Section 4.2,
including the pre-trained models we adopted to transform the news articles to the
semantic space, along with a description of how we obtain a semantic representation for
a news article given the input length restriction of each model. Later, in Section 4.3, we
show our experimental setup and results, as well as a detailed discussion of the answers
to our research questions.

4.1. Preliminary Work on Supervised Background Linking

As shown in Chapter 3, the lexical similarity between the query article and its
background links is not the only relevance signal in news background linking. That
is being noted, we attempted to build a supervised model that can predict background
relevance for the news background linking process. Precisely, we investigated with
building a multi-class classification model that can take the query article and one
candidate background link as input, and outputs the relevance level from within the
relevance scale given in the Washington Post dataset (i.e., output a value from 0 to 4,
where 0 means that the background link is not useful to the query article and 4 means
that this background link must be presented to the reader of the query article, otherwise,
critical information will be missing).

To build the proposed supervised model, we followed two architectures. In the first,
we initially constructed a semantic representation for each of the full contents of the query
article and the candidate background link. We then concatenated these representations,
using different concatenation options, to form an input to the learning model that was
trained later to predict the required relevance level. To obtain the representation of a
news article, we experimented with a state of the art Transformer-based model (BigBird
[24]), that takes relatively long input context (4096 tokens) as input, and was shown to
be effective in other document classification and document matching tasks [94]. We
further experimented with a Transformer-based model that takes sentences as input
(Sentence-Bert [22]), and aggregated the news article’s sentences representation to
obtain an overall representation for the news article. To build the classification model,
we experienced with supervised machine learning models, such as SVM, , logistic
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regression and decision trees, among others.
In our second attempt to build the news linking classification model, we experimented

with fine-tuning Bigbird for news background linking. We split the input to this model
into two parts with a separation token. The first part of the input takes the query article
tokens and the second takes the candidate article tokens, post truncation if required.
We then used the latent representation of the global CLS token at the beginning of the
tokens stream to be input to a classification head that outputs the predicted background
relevance level.

We trained and tested different classification models adopting our suggested archi-
tectures given the query articles and its judged background links in the Washington Post
dataset. For each query, we sampled all judged relevant background links as positive
samples. We further randomly selected an equal number of non-relevant background
links to be negative samples. We divided the data samples among the training, develop-
ment and testing sets, so that each set has a number of unique query articles.

Unfortunately, all of our attempts to build such a supervised classification model
for news background linking were not successful. More precisely, the models failed,
during the testing process, on average, to predict the relevance classes with an acceptable
accuracy that leads to an effectiveness that is higher to the one achieved by the full-article
retrieval method. We believe that this is due to the scarce and unbalanced data samples in
the different relevant classes, as shown before in Table 3.1. In addition to the scarce data,
there is also the challenging definition of the relevance scale for background linking,
as shown in Chapter 3, that results in small gaps between consecutive relevance levels,
making it difficult for a classification model to obtain a clear-cut for the boundaries
between the different relevance classes.

Considering the challenges we experimented in training a supervised model for news
background linking from scratch, we opted to investigate the supervised models in a
zero-shot way, adopting it only to represent the news articles in the semantic space,
thus harnessing its already seen potential in capturing the semantics of text, then used
semantic similarity measures to determine the candidate’s background link relevance to
the query article. Following, we will show our proposed framework for this zero-shot
news background linking approach in details.

4.2. Proposed Framework

In this section, we present our proposed framework that addresses the problem of
background linking of news articles through the integration of both the lexical and
semantic relevance signals between an input query article and its candidate background
links. We start by describing the general structure of this proposed framework, then we
delve into details on how this framework actually works.

Figure 4.1 shows the general structure of our proposed framework. It takes an input
query article q for which we want to retrieve useful background links, and eventually
provide a ranked list B of k background articles. The framework has three stages:
(1) lexical retrieval, (2) semantic matching, and (3) integration of lexical and semantic
signals.

At the first stage, denoted by Lexical Retrieval, we reduce the space of potential
background links by retrieving, from the news articles collection, a candidate list B of
k news articles having the highest lexical similarity (denoted as L(b, q)) of a candidate
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Figure 4.1: Our proposed framework for reranking background links using encoder
models.

article b to the query article q. This is done using a basic sparse retrieval model (e.g.,
BM25). At the second stage, denoted by Semantic Matching, we semantically match the
query article q against each candidate b to obtain semantic matching scores. To achieve
that, we first split q into m query passages pq1..m. Using a Transformer-based encoder
model E, we then encode each passage pi and each candidate article b into embedding
vectors. Next, we compute semantic matching scores between each candidate article and
each passage, denoted as S(b, pqi ). The passage matching scores for each candidate are
then aggregated into a semantic matching score S(b, q). Finally, at the Integration stage,
the lexical and semantic matching scores are combined into a final score R(b, q) that is
used to rerank the candidate background articles. Note that the framework proposes a
zero-shot reranking that does not need any labelled data; it counts on the pre-training
of the encoder to represent the candidate links in the semantic space and integrates the
lexical (sparse) and semantic (dense) retrieval scores in an unsupervised manner. We
discuss the details of all stages of the framework in this section.

4.2.1. Stage 1: Lexical Retrieval

This stage is quite simple. Its aim is to obtain a candidate list of news articles that
most probably contains relevant and useful background links. For this, the text of each
news article in the given articles collection is initially preprocessed (lowercased and stop
words are removed), then it is indexed into an inverted index. For a given query article,
the title of the article is concatenated with its text to compose a search query, which
is preprocessed before being issued. Any robust sparse retrieval model (such as BM25
[97]) can be used to retrieve the candidate background links. The retrieval process often
includes pruning articles that are known ahead to be non-relevant (such as the ”Opinion”
and ”Letters to the editor” articles in the Washington Post Collection).
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4.2.2. Stage 2: Semantic Matching

In the semantic matching stage, we first split the query article into shorter passages,
potentially capturing its subtopics. Then we encode each passage and each candidate
article into the semantic space. Finally, we match each candidate against each query
passage, and aggregate the passage scores per candidate to obtain a candidate score. We
detail all of these steps in this section.

Splitting the Query Article into Passages As discussed earlier, the goal of this stage
is to match each candidate background article semantically against the query article.
Since the query article has multiple subtopics and the candidate article might have the
background knowledge or provide the context for one or more of these subtopics, we
propose to split the query article into a number of shorter passages, called query passages,
aiming for each passage to represent a subtopic. Then we semantically match each query
passage with the candidate article. We hypothesize that a subtopic is addressed in a
few consecutive paragraphs. Hence, we split the article into individual paragraphs, and
use a sliding window of two consecutive paragraphs (with a step size of one paragraph)
to construct query passages that each, hypothetically, represents a subtopic. A query
passage is the concatenation of the enclosed paragraphs within the sliding window. We
consider the title of the article as the first paragraph.

Contextual Representation of News Text To represent both the query passages and
the candidate background articles in the semantic space, we leverage Transformer-based
encoder models that were pre-trained for several Natural Language Processing (NLP)
tasks. We experimented with a number of recent models based on the following criteria:

• Models that were pre-trained for text contextualization on datasets that included
news articles (e.g., Sentence-BERT and BigBird).

• Models that were fined-tuned on pre-trained language models to learn represen-
tation of text that included links to other text sources (such as hyperlinks between
documents in Wikipedia), counting on the closeness of this task to news linking
(e.g., LinkBERT).

• Models that were pre-trained to learn representation of text that included named
entities, since news articles often include references to persons, organizations, or
locations (e.g., EASE and ERNIE-2.0).

• Models that were shown to be effective for tasks that depend on acquiring a good
low-dimensional representation for long documents, such as document matching
and document classification (e.g., LongFormer).

• Models that showed effective performance when evaluated on out of domain tasks
(e.g., PromCSE).

• Models that have available open-source pre-trained encoders.

Given the above selection criteria, we further categorized the models into three
categories based on the length of their training samples. We experiment with models
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that were trained on sentence-level input, limited-size input (512 tokens), and long-text
input (up to 4096 tokens), as shown in Table 4.1.

Our goal is to test the ability of those models in capturing the core context presented
within each candidate news article to allow for effective news background linking. In
other words, a good model should capture the valuable information reported in an article
and hence provide a representation that enables effective semantic matching between
the query article and its relevant background links. We use those encoder models in
a zero-shot setting; no labeled data for news background linking was used to further
pre-train or fine-tune any model. This allowed us to test the ability of each model to
derive a representation for news articles that can be used for effective new background
linking, without specifically being trained for this task.

Model Encoder Source Input
SBERT sentence-Transformers/all-mpnet-base-v2 Sentence
EASE sosuke/ease-roberta-base Sentence
PromCSE sup-PromCSE-RoBERTa-large Sentence
LinkBERT michiyasunaga /LinkBERT-base Paragraph
Ernie-2.0 nghuyong/ernie-2.0-base-en Paragraph
BigBird google/bigbird-roberta-base Long Text
LongFormer allenai/longformer-base-4096 Long Text

Table 4.1: Pre-trained encoder models used in our experiments along with the type of
input they were pre-trained on.

Following, we discuss briefly how each model we selected was pre-trained, and how
we use it to obtain a dense representation for both the query passages as well as the
candidate articles.

• Models trained on short-text input (Sentences)

– Sentence-BERT SBERT) [22] was proposed as a extension of BERT [62]
to derive semantically meaningful sentence embeddings. Recently, Sentence
Transformers have been proposed as a family of SBERT models as encoders
for short text (sentences). Each of those models was trained on a different
dataset from a different domain. The model we experiment with in this study,
all-mpnet-base-v2, was fine-tuned from the pre-trained microsoft/mpnet-
base model on a dataset of 1 billion sentence pairs with self-supervised
contrastive learning objective that aimed to identify pairs of contextually
similar sentences. As suggested by the framework, we obtain the sentence
embeddings using this model through the average pooling of the sentence
token embeddings.

– EASE [93] similarly aims to capture semantics of sentences, while specifi-
cally focusing on identifying the information of related entities in sentences.
Wikipedia sentences with hyperlinks treated as related entities were used for
training this model. Similar to SBERT, we obtain the sentence embeddings
through the average pooling of the sentence token embeddings.

37



– PromCSE [96] aims to overcome the drop in performance faced when
evaluated on out-of-domain tasks. To do that, it prepends soft prompts
(limited sequence of continuous vectors) at each layer of the pre-trained
language model (BERT or ROBERTA) during the fine-tuning process, while
freezing all the other model parameters. Since it showed SOTA performance
when evaluated in new domains, we opted to experiment with it for news
background linking. As recommended,1 we obtain a sentence embedding
from the [CLS] token hidden state from the last layer of the model.

Figure 4.2: Sentence-based hierarchical dense representation of news articles using
Transformer-based encoders

Using those sentence-based encoders, we get a single embedding vector for a
candidate article using a hierarchical approach illustrated in Figure 4.2. We first
split each paragraph in the article into sentences,2 then obtain an encoding vector
for the paragraph by averaging the embedding vectors of its sentences. Finally,
we average all vectors of the paragraphs and title as well to obtain an overall
representation for the article. We adopt the same approach to get the vector
representation of each passage of the query article.

• Models trained on limited-size input (maximum 512 tokens)

– ERNIE-2.0 [98] is a model trained for natural language understanding tasks
through continual multi-task learning. The training tasks relied on weak-
supervised signals that were obtained from data such as named entities,
adjacent sentences, and discourse relations. It was shown to be effective on
many language understanding tasks.3

– LinkBERT [95] is a BERT-based model trained on Wikipedia by feeding
pairs of documents with hyperlink or citation information to the same model
to obtain a contextual representation of text that incorporates more knowledge
about the links within. While the content of news articles are somehow
different, we hypothesize that LinkBERT might be able to similarly capture
the semantic links between the query article and its background articles.

1https://github.com/YJiangcm/PromCSE
2We used the python segtok package for that (https://github.com/fnl/segtok.git).
3Within The General Language Understanding Evaluation (GLUE) benchmark https://

gluebenchmark.com/.
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We adopt the same hierarchical approach above to obtain a single embedding
vector for each candidate article and the query article, except that we directly get
the embedding vectors for paragraphs using the above models without the need to
split them into sentences.

• Models trained on long-text input

– BigBird [24] is a Transformer-based model that extends the traditional
Transformer-based models to allow longer sequences of input to be processed
through the concept of sparse attention. It also applies global attention on
tokens such as the CLS token, as well as random attention. This model is
shown to be effective in both document classification and document match-
ing tasks [94], showing its ability to provide a good representation of long
documents.

– LongFormer [25] is a similar and competitive model to Bigbird that uses
a combination of sliding window attention and global attention to avoid the
quadratic processing time needed for the full-attention mechanism.

Since the above models allow for very long sequences of text input (up to 4096
tokens), we obtain the vector representations of the candidate articles and also the
query passages directly using those models.4

Computing Semantic Scores After obtaining the vector representation of the query
passages and candidate articles, we compute the semantic scores in a straight forward
way. Let E(pqi ) denotes the encoding of the query passage pqi and E(bj) denotes the
encoding of the candidate background link bj . A semantic score for a candidate news
article bj can then be computed through either the average or maximum aggregation
functions as follows:

S(bj, q) =

∑m
i=1 sim(E(bj), E(pqi ))

m
(4.1)

S(bj, q) =
m

max
i=1

sim(E(bj), E(pqi )) (4.2)

where sim is the cosine similarity function over the two input embedding vectors.

4.2.3. Stage 3: Integration of Lexical and Semantic Signals

We next integrate both the semantic and lexical matching signals to finally rerank
the candidate articles for an effective news background linking. We experimented with
two approaches: score aggregation and rank aggregation, surveyed from the literature
[99].

Score Aggregation We experimented with the following score aggregation functions
to compute the final score R(bj, q) of a candidate news article bj:

• SumOfScores: R(bj, q) = L(bj, q) + S(bj, q)

4Articles that exceeded 4096 tokens in length were truncated.
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• MaxScore: R(bj, q) = max(L(bj, q), S(bj, q))

• MinScore: R(bj, q) = min(L(bj, q), S(bj, q))

• ProductOfScores: R(bj, q) = L(bj, q) · S(bj, q)

• MixedMinMaxScore:
R(bj, q) = max(L(bj, q), S(bj, q))− min(L(bj ,q),S(bj ,q))

2

max(L(bj ,q),S(bj ,q))+min(L(bj ,q),S(bj ,q))

Before applying the aggregation function, we normalize both the lexical and semantic
scores by applying sum-to-unity normalization. This normalization turns the scores into
probabilities, such that the sum of scores of candidate articles in a specific ranking for
a query is 1.

Rank Aggregation We also experimented with two popular rank aggregation tech-
niques [99]. Let us assume that lexical or semantic scoring assigns a decreasing rank
for each candidate news article bj such as the most relevant article is ranked 1. Let
Lrank(bj, q) and Srank(bj, q) be the rank given to the candidate article bj after lexical
and semantic matching respectively. We applied rank aggregation using either of the
following two methods:

• Borda Rank:
R(bj, q) = (1− Lrank(bj ,q)−1

100
) + (1− Srank(bj ,q)−1

100
)

• Dowdall Rank:
R(bj, q) =

1
Lrank(bj ,q)

+ 1
Srank(bj ,q)bj

4.3. Experimental Evaluation

In this section, we show our experimental setup and our experimental results ad-
dressing each of our aforementioned research questions.

4.3.1. Experimental Setup

Our experimental setup covers the pre-processing and indexing phase of the Washing-
ton Post dataset, the baseline method, and how we implemented the proposed approach.

Preprocessing and Indexing : We used JSOUP library5 to extract the raw text from
the HTML text of the news articles’ JSON objects. Afterwards, we lower-cased the text
and removed stop words. Finally, the pre-processed text was indexed, along with the
article’s meta-data, using Lucene v8.6. We did not perform stemming as, per preliminary
experiments with the full-article baseline, the performance was degraded compared to
non-stemming.

5https://jsoup.org/
6http://lucene.apache.org/
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Baseline : As mentioned before, since the news background linking problem was
mainly and extensively addressed within the scope of the TREC conference, we elected
to choose the baseline as the most (to date) effective method considering, on average,
all queries released within the news background linking track [3]–[5]. This method
uses the concatenated text of the query article’s title and its body content (after stop
words removal) as a search query to retrieve the background links. Throughout the
years of running the background linking task in TREC, this method was implemented
by different teams and using different setups (e.g., different retrieval models, different
indexing systems, preprocessing options and post-retrieval filtering options). Therefore,
for comparison with our proposed approach, we implement our own version of this
method, and make our implementation code publicly available for future comparison
purposes7. To obtain the background links using this method, we used the default Lucene
scoring function, which is an implementation of the BM25 retrieval model, to lexically
score the articles in all of our experiments.8 Upon retrieval of the candidate articles,
we excluded articles that are “Opinions”, “Letters to the Editor”, or “The Post’s View”
as they were declared by TREC to be non-relevant. While it was not mentioned in the
task definition by TREC that background links should have been published before the
query, we opted to filter out articles that are published after the query from the candidate
links. We believe that in a real-life scenario where an author is writing an article, and
wants to add background links to, then all what he will find is resources published before
his written article. Note that not all teams that participated in TREC with a version
of this baseline method opted to apply this filter. Accordingly, we can’t directly report
evaluation results from their work or from TREC.

Proposed Approach Implementation We used the baseline method explained above
to retrieve an initial set of 100 candidate background links for each query article from
the constructed index of news articles. For each query passage and each candidate
article, we obtained the semantic representations using the pre-trained encoder models
we selected, without fine-tuning. We then computed the semantic similarity scores
required for the reranking process. We finally reranked the retrieved set of articles as
shown earlier.

4.3.2. Semantic Representation of Articles for News Background Linking

To address RQ2.1, we reranked the candidate background links for each query using
only the semantic matching scores achieved by the different models as we presented in
Section 4.2.2. This shows the effectiveness of each of those representation models for
our task. Table 4.2 presents the results for this experiment, from which we can draw
multiple observations.

First, comparing the performance of the different types of models, the sentence-level
models are clearly outperforming the limited-size-based and long-text-based models.
More specifically, SBERT exhibits the best performance among all models. This can be
due to our fine-grain construction of the hierarchical article representation that captured
its semantics. It even achieved better performance than EASE and PromCSE, which

7https://github.com/Marwa-Essam81/ZeroShotRerankingNBL
8We experimented with other retrieval models implemented within Lucene, however, the default one

achieved the best results for the baseline, therefore, we adopted it for our experiments.

41



Model Model Input Max Aggregation Average Aggregation
SBERT Sentence 0.4145 0.4360
EASE Sentence 0.3376 0.3862
PromCSE Sentence 0.3905 0.4032
ERNIE-2.0 Limited-size 0.2878 0.2921
LinkBERT Limited-size 0.3057 0.3236
BigBird Long-text 0.2059 0.1856
LongFormer Long-text 0.1473 0.1462
Baseline 0.4856

Table 4.2: nDCG@5 performance of semantic matching using different semantic
representation models.

were proposed more recent, and showed high effectiveness on several standard datasets
for Semantic Textual Similarity (STS) Tasks [93], [96].

Second, surprisingly, the performance of the long-text-based models was the worst,
although they were shown to be effective on a number of tasks that included long text
matching [94].

We further notice that average aggregation is generally better than the maximum
aggregation in this task. This is somewhat expected for our task, as the average aggre-
gation combines more signals of context background across the query article than the
maximum aggregation.

Finally, we notice that our best model (SBERT) is outperformed by the baseline.
This is also expected, as it only captures the semantic signal with no emphasis on the
lexical similarity between the query and the background articles.

4.3.3. Integration of Relevance Signals

Having noticed that the semantic matching signal is not sufficient for an effective
background linking, and to address RQ2.2, we experiment with the different score
and rank aggregating methods that integrate both the lexical and semantic signals.
For that purpose, we focus only on the SBERT semantic model, as it exhibited the
best performance among the encoder models. Table 4.3 presents the results of this
experiment.

The results show that score aggregation methods are generally better than rank
aggregation methods. More importantly, three of them, namely SumOfScores, Pro-
ductOfScores, and MixedMinMaxScore exhibit statistically significant improvement
over the baseline, achieving a new SOTA for this problem. The difference between the
three aggregation methods is not statistically significant though, favoring the SumOfS-
cores method for simplicity and efficiency purposes.

4.3.4. Potential of Query-based Integration of Relevance Signals

While the above experiments demonstrated that the integration of the lexical and
semantic relevance signals exhibited significant improvement over the SOTA baseline,
it was applied to all queries in the same way. This is simple, but probably not optimal;
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Aggregation Method nDCG@5
SumOfScores 0.5016*
MaxScore 0.4854
MinScore 0.4736
ProductOfScores 0.5003*
MixedMinMaxScore 0.5021*
Borda Rank 0.4831
Dowdall Rank 0.4775
Baseline 0.4856

Table 4.3: nDCG@5 performance of the different lexical-semantic aggregation
methods. Results marked with * show a statistical significant difference over the

baseline using pairwise t-test with 95% significance level.
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Figure 4.3: Distribution of queries over the values α that achieve the best nDCG@5
scores per query

we hypothesize that some queries might benefit only from the lexical signal, some might
benefit only from the semantic signal, and others might benefit more from mixing both
with different balances. To test this hypothesis, and addressing RQ2.3, we conducted
an experiment where we computed the final score of a candidate article by a linear
interpolation (weighted average) of the lexical and semantic scores, i.e., R(bj, q) =
(1 − α) · L(bj, q) + α · S(bj, q), where α ∈ [0..1] is the weighting factor. We changed
the value of α, per query, from 0 (no semantic signal) to 1 (no lexical signal) with an
increment of 0.1. Figure 4.3 illustrates how many queries achieved its highest nDCG@5
score at the different values of α. We can draw several interesting observations from the
figure. First, query articles widely vary in their need for lexical and semantic relevance
signals, which indicates that our simple integration is clearly suboptimal. Second, 97
queries (about 47% of the query set) achieved their best nDCG@5 score using a pure
lexical relevance signal. We can also notice from the figure that 70 queries (about 33.5%
of the query set) needed more semantic than lexical signals, i.e., had their best nDCG@5

43



scores with α ≥ 0.6.
Given our earlier insights on the notion of background relevance, we expected that

query articles that needed a pure lexical signal for the matching process may have
reported specific incidents or events, for which finding background articles that share
most of the used vocabulary increased the chance of acquiring more knowledge on the
exact reported event/incident. Investigating some of these queries, we indeed found, for
example, the query article titled “Metro, Local Responders Would Jointly Test Radios
Under New Plan”. This article is giving feedback on an incident in the “L’Enfant Plaza
Station” in the United States, where a train had become disabled, and smoke filled the
tunnel causing deaths and injuries. The article illustrates how there will be a test of
the equipment that was not functioning properly during the incident. Clearly, the reader
of the query article would want to know more details about this specific incident that
was not detailed in the query article. One of the highly-relevant background articles
for this query is the article titled “Montgomery Firefighters Find Radio-signal Blind
Spots Near 2 Metro Stations”. That article mentions the exact same incident, with more
complementary details on why the radio signals were not functioning. It accordingly has
high frequencies for words mainly used in the query article, such as “Metro,” “Plaza,”
“firefighters,” “radio,” “communication,” and “smoke”.

On the other side, an example of the queries that needed a pure semantic signal during
the matching process is the query article titled “The Solution To Climate Change That
Has Nothing To Do With Cars Or Coal”. That article specifically talks about the tropical
forests near the Amazon river in Brazil and how cutting trees there had a negative effect
on the climate change recently. For this article, articles that mainly talk about the dangers
to the forests, the recent climate change, or either that are not necessarily around the
Amazon river would increase the reader’s knowledge on the subject of the main article.
For instance, we found that the article titled “The Forests of the World are in Serious
Trouble, Scientists Report” is highly relevant although it uses different vocabulary than
the one used in the query, with big gaps in the frequencies of even common words. That
article discusses mainly the major threats to forests of the world one by one. It hence
uses words like “temperate,” “boreal,” and “planted,” which are not at all mentioned
in the query. Words like “Amazon,” “Brazil,” and “Climate” which mainly shape the
discussion in the query article are infrequent in that candidate. Accordingly, for those
type of query articles, the exact same vocabulary used in the article is not actually
essential for matching the background links, rather than the actual context of the text.
Presumably, using semantic relevance signals while ranking candidates for those articles
ensures that the background articles are favored solely based on the context, regardless
of the vocabulary being used.

Those observations introduced here though need to be supported by another extensive
analysis of many query articles and the effect of being an event-driven or not article on
the retrieval process. However, our simple analysis here, again, sheds the light on the
importance of distinguishing different types of query articles, which is a potential future
direction for working on our problem.

Finally, to see how far we can go if the optimal value of α is predicted, we computed
the overall nDCG@5 score by choosing the best α achieved by each query. In that
case, the overall nDCG@5 reaches 0.5487, which is quite a significant increase over the
SOTA baseline method (nDCG@5 value of 0.4856)9. Even if we restrict the values of

9Significance was measured using a Paired t-test with 95% confidence
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α to be only 0 or 1 per query (i.e, to use either a lexical or semantic-based reranking
of candidate background articles), we can reach an nDCG@5 score of 0.5262, which
would still be significantly higher than the baseline performance. This shows a potential
significant improvement with models that can adaptively predict a better integration of
the lexical and semantic signals per query.

4.4. Conclusion

In this chapter, we introduced our first proposed approach for an effective news
background linking. This approach adopts a sentence transformer model, in a zero-shot
setting, to semantically match the query articles to its background links. The proposed
approach exhibited a performance that significantly outperforms the full-article retrieval
approach, marking a new SOTA for the news background linking problem. While
effective, this proposed approach was based, mainly on the observation that lexical
similarity is not the only relevance signal in news background linking. It did not,
however, benefit from the other insights on news background linking that we showed in
Chapter 3. Next, we will introduce our second proposed approach for an effective news
background linking that, based on these aforementioned insights, analyzes the query
articles and the candidate background links using Large Language Models to reveal the
relation between its discussed subtopics and rerank the candidate links accordingly.
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CHAPTER 5: LARGE LANGUAGE MODELS FOR RERANKING BACKGROUND
LINKS

In the previous chapter, we showed how we adopted a transformer-based model
in a zero-shot setting to increase the effectiveness of the full article search method
for news background linking, marking a new SOTA for this problem. The proposed
approach integrates both the semantic and the lexical matching signals between the
query article and its background links. Capturing the semantic relevance signal ensures
that relevant articles that do not exhibit high lexical similarity with the query article are
properly ranked during the background linking reranking process. In this chapter, we
introduce another approach that also integrates both the lexical and semantic relevance
signals for reranking the candidate background links. Though, rather than just encoding
the content of the query article and its candidate background links and computing its
similarity in the latent space, as with the previous proposed approach, the approach
introduced in this chapter depends on analyzing the contents of the query article and the
candidate background to find its actual fine-grained semantic relation and produce the
final background links accordingly.

Very recently, research has been conducted on harnessing the reasoning capabilities
of Large Language Models (LLMs) in many information retrieval tasks, and the results
are very promising [26], [100], [101]. Using the knowledge within these models, one
can simply analyze a text document, extract its context and even compare documents for
the context they share. Accordingly, we aimed to investigate how to use an LLM for a
simple and effective reranking of the links produced through the full article lexical-based
approach. The literature in reranking text documents though using LLMs mostly exper-
imented on datasets for passage retrieval tasks such as the MS MARCO dataset[102].
Some researchers used black-box LLMs directly or indirectly for reranking the passages
[103]–[105]. Others introduced open source models to overcome the non-deterministic
results that may come from black-box models [106], [107]. Compared to passages that
are limited in size though, news articles are relatively long to fit in the context length of
many models. Whether or not the LLM will be able to effectively analyze news article
for the news background linking problem, up to our knowledge, is still an open issue.

In this chapter, we introduce our approach that adopts a large language model to
analyze the query article and a set of candidate links, and effectively rerank the candidate
links based on this analysis. Through our proposed approach, we address the research
question:

RQ3: Can we harness the potential of the recently developed Large Language
Models (LLMs) to effectively rerank the links retrieved through the full-article search
approach?

To address this question, we investigated the answers to the following sub questions:

• RQ3.1: Can we leverage LLMs to directly rerank candidate background links for
a given query article?

• RQ3.2: Can we effectively extract useful background information from within
each candidate link using LLMs, and use this information for better reranking of
the candidate links?

.
Our proposed approach in this chapter is based on the insight, drawn during our

qualitative analysis of news background relevance, that a highly relevant background
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article does not need to discuss all what is mentioned in the query article, and it rather
shows related information to specific subtopics mentioned in the query article, in addition
to introducing its own new subtopics. Following, in Section 5.1, we show how to benefit
from this insight through a detailed description of our proposed framework for adopting
LLMs for news background linking. Then, in Section 5.2, we detail our experimental
evaluation addressing each of the research questions aforementioned in this chapter.

5.1. Proposed Framework

In this section, we show how we adopt LLMs to rerank candidate background articles
for a query article. Similar to our transformer-based reranking approach, we obtain the
candidate links through the full-article ad-hoc search method explained earlier. As
shown before, post this initial retrieval method, we will have a list B of k candidate
background articles, ranked by their lexical similarity with the query article. Each
candidate bi is assigned a rank L(bi, q) based on its similarity with the query article
q. Next, we explain, in detail, our proposed framework for both the direct and the
analysis-based reranking of those candidate background links using an LLM.

5.1.1. Direct Reranking

A simple and straightforward approach to address the news background linking
problem using LLMs, is to directly ask a model to rank a set of candidate background
articles for a query article q. Following this approach, we simply prompt the LLM to
rerank the retrieved candidate background links based on its background relevance to
the query, getting a new LLM rank M(bi, q) for each candidate bi, as follows:

I will give you below a number of news articles from [Article 1] to
[Article k]. I will also give you another news article: [Query].
Rank the Articles by their context and background relevance to the
Query. Provide your answer in JSON with a field ranked list. DO NOT
justify your ranking.
[Article 1] <Article 1>
[Article 2] <Article 2>
...
[Query] <Query>

Note from the prompt above that we strictly ask the LLM to provide its answer in
JSON format to have a unified response for all query articles, leading to easier post-
processing of them. We further ask the model not to justify the response, otherwise we
get unnecessary output.

The ranking produced by the LLM for the candidate articles can be presented to the
reader as is. Alternatively, it can be aggregated with the original ranking of the candi-
dates. From our preliminary experiments on this task, we found that sometimes LLMs
rank higher some low-relevant candidates that provide general contextual relevance to the
query, but do not actually mention the very specific incident/topic reported in the query.
For some queries, this lower the ranking effectiveness. Therefore, we propose again to
aggregate the rank produced by the LLM with the original lexical similarity-based ranks
of the candidate links to ensure, on average, that the recommended background articles
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do not lexically deviate much from the topic discussed within the query article. Note
that we can not aggregate scores here as most of the state of the art LLMs are not open
source (i.e. they do not provide the ranking scores).

To obtain the final rank for a candidate article bi, we aggregate its full-query search
ranks L(bi, q) and its LLM rank M(bi, q). There are several strategies to aggregate the
ranks, as shown in Chapter 4; in this proposed approach, we opted to simply add them:
R(bi, q) = L(bi, q) + M(bi, q). We finally sort the candidate articles given their new
aggregated ranks. If two candidate articles got the same aggregated rank, we favor the
one with the higher lexical similarity with the query article.

5.1.2. Analysis-based Reranking Approach

Motivation

The context length of many LLMs may not fit the query article in addition to all
candidate articles if a direct ranking of the articles is to be adopted as discussed in the
previous section. Besides, asking an LLM simply to rank candidate articles based on
its background “relevance” to the query might not be as simple as ranking passages that
contain an answer to a question. Even the word “relevance” is a tricky word here as,
most probably, all candidate articles, retrieved through lexical similarity with the query,
have somehow contextual relation (in other words, relevance) with the query article.
This might hinder the model’s ability to determine which candidate contains significant
background information, and accordingly which one should be ranked higher.

The insights we drew on the notion of background relevance, introduced in Chapter
3 show that useful background articles do not need to have the same main topic as the
query article. Yet, these articles often expand the information given on one or more
of the query article’s subtopics. Additionally, highly relevant articles usually introduce
new subtopics related to the subject matter of the query article (whether this subject
matter is a reported event or a general topic). Hypothetically, LLMs can be used to
analyze the query article, reveal its discussed subtopics, then provide a better ranking
for the candidates based on the salient information it provides on these subtopics. To
test this hypothesis, we qualitatively assessed the performance of LLMs in extracting the
subtopics discussed within a set of news articles against a human analysis of the same
set. Details of this assessment are given below.

In our qualitative analysis of the LLMs ability to analyze the news articles, we
compared the LLMs responses against our manual annotation of a sample of query news
articles that was shown in Chapter 3. Recall that in this work, the main topic of each
query article was identified along with a number of discussed subtopics. We hence used
the prompt below to ask the LLM to extract the sample query articles topics:

I will give you a news article identified by the tag [Article]. What
is the main subject matter of the article? List also the title of 3
subtopics that the article discusses. Provide your answer in JSON
with the following fields: Main subject, Subtopics List.
DO NOT explain or say any more words.
[Article] <Article>

For each LLM we experimented with, and for each main topic/subtopic annotated
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per query, we manually assign a score from 0 to 3 that indicates to what extent the
extracted topic matches the human annotation. Precisely, a score 3 is assigned if the
extracted topic is almost exactly as the one manually annotated, score 2 is assigned if
it is very closely related to the manually annotated topic, score 1 is assigned if it is
somehow related to the annotated topic and score 0 is assigned if the extracted topic is
not at all related to the annotated topic. Finally, for each LLM and given the assigned
scores, we compute the Mean Squared Error (MSE) between the LLM’s annotation and
the human annotation1.

Selected LLMs Upon investigating the available LLM models, we opted to experiment
with models at the top of the Chatbot Arena 2. We excluded LLMs that do not provide
APIs for processing prompt requests, as it needs extensive in-house computing resources
that were not available for this work. Specifically, we experimented with gpt-4-1106-
preview [108] (denoted as GPT-4 Turbo hereafter), and gemini-1.5-pro (denoted as
Gemini Pro 1.5 hereafter).3 We further opted to experiment with the models: gpt-3.5-
turbo-1106 [108] (denoted as GPT-3.5 Turbo hereafter), and gemini-1.0-pro (denoted
hereafter as Gemini Pro 1) to compare its performance with its successor and more
expensive models.
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Figure 5.1: Assessment of LLMs ability to analyze news articles.

Assessment Results Figure 5.1 shows the results of our experiment. As illustrated, the
GPT-4 Turbo model showed very high performance when detecting the main topic of the
query article (MSE of only 0.16). It is furtherly the best model to identify the different
subtopics discussed as compared to the human annotation. The error in detecting the
subtopics, however, is higher than the error in detecting the main topic. This shows
that identifying the salient subtopics within an article is still a challenging process for
the LLMs. Gemini Pro 1.5 also showed a comparable performance to GPT-4 Turbo
when analyzing the articles. We can further notice that the performance of both models

1We reviewed the manual annotation of articles to ensure that it has between 3 and 4 subtopics per
query. For computing the MSE for the subtopics, we averaged the LLM’s performance over all subtopics
of all annotated queries.

2At the time of running our experiments, the models we experimented with were on top of the arena
https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard

3We used the latest available versions of the models from OpenAI and Google at the time of running
our experiments
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Figure 5.2: Proposed framework of analysis-based reranking.

quiet much exceeds its predecessor models. This is somehow expected as those new
models are further trained to allow for high performance on different reasoning tasks.
The performance of the predecessor models, however, did not deviate much from the
human annotations, and can still be acceptable. This encouraged us to experiment with
these LLMs in our proposed approach, as will be explained next.

Proposed Reranking Approach

Having seen the potential in LLMs when prompted to analyze news articles, we
propose our analysis-based reranking approach that ranks a set of candidate background
links for a query article through a number of adequately-crafted prompts to the LLM
(see Figure 5.2).

As in the direct reranking approach, we first retrieve a set of candidate links for the
given query article through the full-article search over an indexed collection of news
articles. The query article is then analyzed to extract the topics discussed within. Each
candidate article is further analyzed to extract a passage that is related to the query
article. The candidate passages (links) are then re-ranked. All of the steps after the
initial retrieval are performed using the LLM. Finally, the initial candidate ranks along
with the LLM-based ranks are aggregated to produce the final ranked list of background
links. Following, we describe the pipeline of our framework in more detail. We skip the
description of the candidate retrieval step and the query analysis step in this framework
as both steps are explained before.

Analyzing Candidate Articles Relevant candidate background articles may contain
information that is not of a benefit to the reader of the query article (i.e., considered
noise in relation to our task). That means that getting rid of such additional information
might help in our task. Accordingly, we propose to convert the news articles reranking
problem into a passage reranking problem, by extracting a passage from each candidate
background link and rerank the extracted passages. Shortening the candidate links might
make them fit in the context length of many LLMs. That can also simplify the reasoning
process for the LLM during the reranking of candidate links. The prompt below shows
how we obtain the passages by requesting the LLM to provide a summary for each
candidate article, showing only related information to the subjects extracted from the
query article in the former step of our framework:
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A reader is seeking information related to the following related
subjects: <Main subject>, <Subtopic1>, <Subtopic2>, <Subtopic3>
Provide an extractive summary from the article, identified by the
tag [Article], showing what may benefit the reader. Do not exceed
150 words in your summary. Provide your answer in JSON with the field
extracted summary.
[Article] <Article>

We pass to the LLM the main subject matter discussed in the query article as the first
subject, and the subtopics discussed within as another three subjects. We ask the model
to limit the provided summary to 150 words, to avoid truncation of summaries later
during the reranking process. Similar to the earlier step, we ask the model to provide its
response in JSON format.

Reranking Candidate Background Articles Having the summaries extracted from
the candidates, we then ask the LLM to re-rank those summaries based on their benefit
to the reader of the query article, given its main topics we extracted earlier. We provide
in the prompt to the LLM the summary of each candidate article, as a passage, in the
order of its initial retrieval, and ask the model to re-rank them without justification.

A reader is seeking information related to the following related
subjects: <Main subject>, <Subtopic1>, <Subtopic2>, <Subtopic3>
Rank the passages below from [Passage 1] to [Passage k] given how much
they provide useful information to the reader. Provide your answer in
JSON with the field ranked list. DO NOT justify your ranking.
[Passage 1] <Passage 1>
[Passage 2] <Passage 2>
....

Aggregating Ranks Eventually we apply the rank aggregation, described in Section
5.1.1, in an attempt to ensure that the final recommended articles preserve some kind of
lexical similarity with the query article, assuming it is reporting very specific incidents
or events.

5.2. Experimental Evaluation

In this section, we show our experimental setup and discuss the results addressing
each of our aforementioned research questions:

5.2.1. Initial Retrieval of Candidate Background Links

As with our transformer-based reranking approach, we retrieved the candidate back-
ground links using the full-article search approach. Again, we filtered out articles that
were published before the query, as well as Opinion, Letters to the Editor and The Post’s
View articles. For budget constraints with the LLMs and to make the ranking process
much simpler, this time we retrieved only 15 candidate articles per query article for
reranking. The optimal reranking for these 15 candidates though still shows relatively
high potential for reranking. As explained in the motivation for the analysis-based
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reranking approach, we used the 2018 set from the Washington Post dataset to curate
the prompts for the LLM and to assess its news articles analysis potential; accordingly,
we report our results here on the other 3 sets.

5.2.2. Candidates Articles Reranking

For reranking the retrieved candidate articles, we experimented with both GPT-4
Turbo and Gemini Pro 1.5 in the direct ranking approach as they allow for up to or more
than 128k input tokens. We further experimented with GPT-3.5 Turbo and Gemini Pro
1, for the analysis-based approach. Both models limit the input context to 32k tokens.
Since a single news article do not often exceed this input restriction, truncation was not
actually needed when working with these models.4 To allow for as much deterministic
output as possible, we set the temperature hyperparameter in all models to 0.

5.2.3. Results and Discussion

Table 5.1: nDCG@5 performance of the direct ranking approach against Baseline.
Results written in bold show an increase in performance over the baseline.

Method 2019 2020 2021 Average

SOTA Baseline 0.593 0.544 0.345 0.498

GPT-4 Turbo LLM Only Ranking 0.577 0.516 0.338 0.481
+ Lexical Ranking 0.601 0.551 0.351 0.504

Gemini Pro 1.5 LLM-only Ranking 0.548 0.505 0.334 0.465
+ Lexical Ranking 0.592 0.553 0.348 0.500

Direct Reranking (RQ3.1) Table 5.1 presents the performance results of the proposed
direct ranking approach compared with the SOTA baseline. We used one-tail paired t-test
to measure statistical significant improvements over the baseline with 0.05 significance
level. The table shows the performance of the GPT-4 Turbo model and the Gemini Pro
1.5 model with and without the ranks aggregation step explained in Section 5.1.1. First,
it can be noticed that the final ranking performance using either model increases post
aggregating the LLM ranks of the candidates with their original lexical ranks. This
somehow highlights the importance of considering the lexical similarity between the
query article and the candidate links as one of the relevance signals when addressing
news background linking. It can be further noticed that the increase in performance over
the baseline, post the aggregation step, is slight and not significant.

It is important to highlight here that the large context length that the GPT-4 Turbo
and the Gemini Pro 1.5 models take in addition to its big knowledge base may make
researchers issue direct prompts to it when addressing new unseen tasks such as news
background linking. However, the above results show that crafting a single prompt
for these LLMs to address unseen new problems in a zero-shot setting may not be a

4except for GPT-3.5 Turbo and Gemini Pro with only one surprisingly very long candidate article.
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straightforward task. It further confirms our hypothesis on the challenges that face the
LLMs during the reasoning process when directly asked to rank candidate articles for
background relevance.

Table 5.2: nDCG@5 performance of the analysis based approach against baseline.
Results written in bold show an increased performance over the baseline, with starred
results showing statistically significant improvements.

Method 2019 2020 2021 Average

SOTA Baseline 0.593 0.544 0.345 0.498

GPT-4 Turbo LLM Only Ranking 0.601 0.543 0.333 0.496
+ Lexical Ranking 0.616* 0.575* 0.353 0.518*

Gemini Pro 1.5 LLM Only Ranking 0.557 0.504 0.317 0.462
+ Lexical Ranking 0.578 0.544 0.350 0.493

GPT-3.5 Turbo LLM Only Ranking 0.581 0.498 0.363 0.484
+ Lexical Ranking 0.579 0.522 0.359* 0.490

Gemini Pro 1 LLM Only Ranking 0.511 0.490 0.319 0.442
+ Lexical Ranking 0.568 0.534 0.349 0.489

Analysis-based Reranking (RQ3.2) Table 5.2 shows the results of our proposed
analysis-based ranking approach. The significant results are annotated by * in the table.
First, it can be noticed again from this table, that regardless of the model being used, the
lexical ranking aggregation step always increases the performance of the ranking results.
Additionally, the performance of this proposed approach using GPT-4 Turbo LLM, post
the aggregation step, exhibited statistically-significant improvement over the baseline,
establishing a new SOTA performance. The performance of this approach though with
the other three models was inferior to the SOTA baseline.

We can further notice from the table that each of the more advanced models (GPT-4
Turbo and Gemini Pro 1.5) showed an increase in performance, on average, over its
predecessor models using the proposed approach. While the increase in performance
is not high, the results here shed the light on the potential of LLMs in addressing
challenging problems with further enhancements.

Failure Analysis It is worth noting that LLMs with APIs often suffer from failure
patterns while processing the given prompts [107]. We randomly selected some of the
queries and candidates analyzed by the models and checked its output. Interestingly,
we found that in some cases when the models Gemini Pro 1.5 or Gemini Pro 1 found
no relation between the candidate article and the given query subtopics, it attached
sentences like ”the article is not relevant to the reader’s interests...” to the candidate’s
summary. This is in comparison to the output of the models GPT-4 Turbo and the model
GPT-3.5 Turbo that showed actual summaries without attaching the model’s opinion on
the relevance of the information given to the query topics. Since, as per our approach, we
feed the generated summaries of candidates as is to the model, we hypothesize that the
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former models got confused during the ranking process with such negative sentences.
This might also justify why, in some cases, we found skipped passages in the rankings
produced by these models.

The APIs for Gemini Pro 1 and Gemini Pro 1.5 further blocked some prompts
for safety restrictions (e.g., ones with “dangerous” content), resulting in blocking our
requests for two queries and 16 candidate articles while processing the output from
Gemini Pro 1 and 2 candidate articles while processing the output from Gemini Pro
1.5. 5 Note that for producing the reported results, we added the missing passages in
their original lexical ranking at the tail of the models’ produced ranked lists. For the
queries that the API blocked, we left the baseline ranking as is. As for the blocked
candidate articles, we set the summaries to the concatenation of the article’s title and its
leading paragraph. Note that while the number of blocked passages is not big, this might
hinder using these models during a production process. Finally, since GPT-4 Turbo was
the least to produce noise, formatting mistakes in the output JSON objects, or missing
passages, we conclude that it is the most reliable model, among the ones we studied, to
use within our proposed approach.

Comparison With Transformer-based Approach When comparing the results that
we obtained using our LLM Analyis-based reranking approach with the one that we got
through our previously proposed transformer-based approach presented in Chapter 4, for
the 2019, 2020 and 2021 sets of query articles, we found that the results, surprisingly,
while being different per query, are the same on average over all queries, (0.518 vs
0.514) with no statistically significant difference.6 This suggests that either of the
approaches can be chosen for an effective background linking process. The advantage
of using the transformer-based approach is that it did not require any learning process,
compared to the LLM-approach that required us to use the 2018 set of query articles for
curating the model prompts. The advantage of using an LLM though with our proposed
analysis method lies in its simplicity. No need to encode any news article nor to compute
matching scores. Additionally, it is important to note that the results we obtained through
the LLM-based approach was post reranking only 15 candidate background articles per
query article, compared to the transformer-based approach that reranked 100 candidate
background articles per query. Due to budget constraints and context-length limitations
of the LLMs as mentioned before, we could not experiment with reranking the 100
candidate set using the LLMs. Hence, the results obtained through the LLM may
reverse positions if more candidates are considered during the reranking process. We
leave this as a future work. There are, however, budget constraints when working with
black-box LLMs like GPT4-Turbo, and the risk of API response failures. Whether or
not the LLM analysis-based reranking approach will be as effective with open-source
LLMs is still an open issue that needs to be investigated.

5.3. Conclusion

In this chapter we showed how we adopted LLMs to propose our second state of
the art effective approach for news background linking. Both of our transformer-based

5Even though we selected a “block-none” setting at the time of running our experiments.
6The candidates for the transformer-based approach though were 100 and were retrieved using V3 of

the Washington Post dataset that contained slightly less number of news articles
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and LLM-based news background linking approaches work on reranking a candidate
set of background links retrieved for each query article using the full-article search
approach. This retrieval approach is very inefficient though given the very long search
query that needs to be issued to the indexing system to retrieve the candidate links. For
some query articles that do not report hot news and rather elaborate on a specific topic,
the constructed search query becomes full of unnecessary terms that do not actually
represent the actual subject matter of the query nor the important subtopics (noise).

In the next chapter, we propose our work on reducing the size of the search query
into a much shorter search query that can be used to efficiently and effectively retrieve
the background links. These links can be represented to the reader as is, or can be
reranked further for better news linking effectiveness.
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CHAPTER 6: EFFICIENT NEWS BACKGROUND LINKING
In the previous chapters of this dissertation, we showed how we addressed the effec-

tiveness aspect of the news background linking problem. We proposed two approaches
for reranking a candidate set of background links obtained through the full-article
retrieval method, and we showed that both of our proposed approaches exhibited a
significant improvement over this baseline method, marking new SOTA for the news
background linking problem. In this chapter, we present our work for addressing the
efficiency of the news background linking process. Precisely, we focus here on how to
efficiently retrieve candidate background links for a query article, while maintaining the
same (or comparable) effectiveness reached by using the full input article as a search
query. Enhancing the efficiency of the lexical retrieval phase will enhance the overall
efficiency of any news background linking approach that adopts candidate links rerank-
ing, including our two news linking approaches proposed in Chapter 4 and Chapter 5.
To our knowledge, our work is the first that addresses the efficiency issue in the domain
of news background linking problem; all other related studies focused on the effective
retrieval of the background links, regardless of the time taken to obtain those links.

For an efficient background links retrieval, we hypothesize that selecting a much
fewer number of terms from the query article, instead of its full content, might be
enough to create an effective search query for our task. In other words, we aim to reduce
the long query article to a much shorter search query while maintaining its effectiveness.
While query reduction was studied before in literature [109], [110], most of that work
assumed that the long queries are a description of the user’s information need in Web
search, which is maximum of 30 terms in length. Therefore, previous work considered
techniques for assessing short sub-queries (2 to 6 terms), which in many cases typically
involve post-retrieval features. This is, indeed, infeasible to apply for the lengthy news
articles that have hundreds of terms, as the number of sub-queries to be assessed will
pose even more time for retrieval compared to the full article, which contradicts our aim
from the reduction.

In this chapter, we precisely address the research question:
RQ4: How we can increase the efficiency of the ad-hoc based retrieval of news

background links?
To address this question, we addressed the following sub questions:

• RQ4.1: Can we effectively retrieve the background links by just using the lead
paragraphs of the query article to construct the search query?

• RQ4.2: How effective and efficient are typical keyword extractions techniques for
this task?

We designed a number of experiments to address the above research questions. We
first explored the idea of using only the lead paragraphs of the news article as the
reduced search query. We next experimented with the state of the art unsupervised
keyword extraction techniques for constructing a weighted search query out of the input
news article. Our results show that, with adopting a recently introduced statistical
keyword extraction technique, we can reach an effectiveness that is not significantly
different from using the full query article as a search query, but with much fewer search
terms. Next, we explain our search query reduction methodology in detail in Section 6.1.
Then, we show our experimental evaluation that addresses each of our aforementioned
research questions in Section 6.2.
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6.1. Proposed Methodology

As illustrated in Chapter 2, the most common approach to date to retrieve a set
of candidate background links for a query news article follows an ad-hoc retrieval
approach, in which, the query article q is analyzed to produce a search query Sq, which
is issued against the collection index to retrieve the required background links. The
simplest and most effective reported method to date to retrieve a set of background links
either to present it as is to the reader or to consider it for reranking as we did in our
earlier proposed linking approaches, constructs Sq as a concatenation of the article’s title
and its full content. This method is clearly inefficient, though, as we outlined earlier,
since the retrieval query includes all the terms of the article, even if they are noisy or
uninformative. Therefore, in this work, we assume that a search query that captures only
the informative terms can be (at least) as effective as the full article query, yet much more
efficient. Moreover, since terms in the article can have different impact in representing
the different background aspects of the query article, we assume that constructing a
weighted search query, where each unique search term has a real-valued weight, that can
be different from other terms, will be helpful in improving the retrieval effectiveness.
In fact, adding weighted terms to queries has been shown previously to increase the
retrieval effectiveness, specially with the increase in the number of search terms [111].
In this section, we first describe how we formulate a weighted search query and show
how we score the background articles given that query. We then briefly describe the
different keyword extraction methods that we chose to adopt in extracting and weighting
the search query terms from the query article. Finally, we present a complexity analysis
for the adopted methods to contrast their efficiency in extracting the search terms.

6.1.1. Query Formulation and Document Scoring

Given a query article q, we formulate a search query Sq as follows. Let nq be the
set of unique terms in q. We apply a keyword extraction algorithm to assign a weight
wt,Sq for each term t ∈ nq. We then choose k < |nq| terms with the highest weights to
construct the search query Sq as follows:

Sq = {(t1, wt1,q), (t2, wt2,Sq), ..., (tk, wtk,Sq)} (6.1)

Given Sq, a news background link b ∈ C can be scored as follows:

score(b, Sq) = f({(t, wt,Sq , wt,b | t ∈ Sq ∩ b)}) (6.2)

where wt,b is the weight of term t in b according to the retrieval model f (e.g., the term
frequency of t in b). Finally, the news articles with the highest scores can be retrieved
as background links for the article q.

6.1.2. Unsupervised Keyword Extraction Techniques

The most significant choice to make when applying our proposed methodology is the
keyword extraction technique. We reviewed recent studies that addressed the problem
of keyword extraction, focusing on those that compared the performance of state of the
art techniques on the gold-standard keyword extraction datasets [117]–[120]. We also
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Method Type
TF Statistical
TF-IDF Statistical
k-Core [41] Graph-based
k-Truss [42] Graph-based
PositionRank [112] Graph-based
TopicRank [113] Graph-based
MPR [114] Graph-based
sCake [115] Graph-based
Yake [116] Statistical

Table 6.1: The keyword extraction methods we studied in this work.

checked the methods that were reported by the recent techniques as effective baselines.
Accordingly, we made our selection of the techniques based on the following criteria:

• Unsupervised Methods: Since the problem we address is very recent, and there
is no labeled data for supervised learning, (i.e there is no golden set of keywords
extracted from the query articles that can be used to retrieve the best set of
background links), we focus only on selecting keyword extraction techniques that
are mainly unsupervised.

• Effective Number of Keywords: Our goal from extracting the keywords is to
use them to form search queries to retrieve candidate background documents
from a big news articles collection. Hence, we prefer the keyword extraction
technique that can provide a large number of good representative keywords. In
our preliminary experiments, using few search keywords in a retrieval query,
even of good quality or representation of the query topic, considerably lowered
the retrieval effectiveness. Accordingly, techniques that failed to provide large
number of good keywords (30 in our preliminary experiments) were excluded,
such as Teket [121]).

• Effectiveness on News Articles: When reporting its effectiveness, many key-
word extraction studies conduct the experiments on scientific paper datasets or
even books; however, news articles have special features. They are shorter, less
cohesive, and they may discuss multiple subtopics. Hence, we selected the recent
techniques that worked best when tested on English news articles datasets.

Given the above criteria, we experimented with the techniques listed in Table 6.1 along
with their types. We note that most of the methods are graph-based (i.e., they construct a
graph of terms from the input document, then analyze it to extract the required keywords).
We further experimented with two simple and standard keyword extraction methods,
which are Term Frequency (TF) and Term Frequency-Inverse Document Frequency
(TF-IDF), as additional baselines to compare against.

A brief description of the evaluated methods and how they weigh the terms is given
below. Since we need boosting weights for individual terms to construct search queries,
we further show how, for some methods, we computed those boosts given the weights
assigned for the extracted keyphrases.
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k-Core: k-Core [41] is a graph-based keyword extraction method that depends on
the construction of a graph-of-words for the document being processed, and analyzing
this graph to extract the required keywords. Nodes in the graph-of-words are simply the
unique words in the text after pre-processing (e.g., stop words removal), and edges are
added by sliding a window over the text, creating an edge between words that co-occur
within this sliding window. In general, the underlying assumption of creating graphs
from text and analyzing it is that terms co-occurring within a relatively small window
of text have some kind of semantic relatedness regardless of their roles in a sentence,
and that this relationship influences the importance of each single term within the text
document, leading to better document analysis. To analyze the constructed graph of
words, k-Core decomposes the graph into a hierarchy of nested subgraphs using graph
degeneracy methods, and goes down this hierarchy to identify nodes that are at the core
of the graph. This is based on the assumption that nodes in the core are reachable
through the graph by many other nodes, making them influential. k-Core decomposition
relies on peeling away weakly connected nodes to gradually get the core of the graph.
The k-Core of a graph is the maximal subgraph such that every node has a degree at
least k, where the degree of a node is the sum of the weights on its connecting edges.
Starting with the initial graph and with k=1, the subgraphs are iteratively created with
increasing k and pruning nodes, and the algorithm stops when reaching k-max which is
the maximum subgraph that can be created (i.e., the subgraph after which it becomes
empty).

Assuming that the graph was decomposed into cores, each node is then assigned the
core number of the maximum subgraph at which it resides. For keywords extraction,
nodes in the k-max subgraph or nodes in the lower level of the hierarchy of subgraphs can
be marked as the most influential, and used as keywords [41]. However, in this paper, we
adopt the work done by Tixier, Malliaros, and Vazirgiannis [42] which assigns a score to
a node ni as the sum of the core numbers of its neighbors in the original graphs (nodes
adjacent to it). This scoring aims at decreasing the granularity in nodes selection. As
suggested, for keyword extraction, if a score is assigned based only on the node’s own
core/truss number, then many nodes will end up having the same weight, increasing the
number of selected nodes [122].

k-Truss: k-Truss is another graph decomposition method [42] that is triangle-based,
and is based on a cohesive social and communication pattern in graphs introduced by
Cohen [123]. A triangle in a graph G is the set of three nodes a, b and c that are pairwise-
connected. Instead of pruning weak nodes in the decomposition process as in k-Core,
k-Truss peels weak edges first, then removes nodes with no more connecting edges in
the resulting subgraph. Precisely, k-Truss prunes an edge from the k-1 subgraph if it is
not supported by at least k-2 other edges that form triangles with that edge. Similar to
k-Core, we follow the same scoring method to compute the node scores given their truss
numbers.

PositionRank: PositionRank is a also a graph-based keyword extraction algorithm
[112] that uses the graph-of-words structure. However, after constructing the graph,
PositionRank adapts the PageRank algorithm [124], a well known iterative random
walk-based algorithm for ranking web pages, to assign scores to nodes (words) in the
graph that indicate its importance. Aside from PageRank that assigns equal initial
scores/weights to all nodes in the graph, PositionRank assigns initial scores to nodes
(words in this case) based on their positions in the text being analyzed. Precisely, it favors

59



more nodes that occur at the lead of the text, based on the assumption that keywords
occur frequently very close to the beginning of a document. In constructing the graph
of words, PositionRank selects only nouns and adjectives to be added as nodes to the
graph. After the graph analysis, PositionRank considers noun phrases that match the
regular expression (adjective)*(noun)+ of length up to three to create unigrams, bigrams,
and trigrams. It assigns bigrams and trigrams the sum of the scores of its individual
unigrams. To create the news background linking search queries using PositionRank,
and since we only care about weighting single terms, we skip this process of creating
bigrams and trigrams, and use the weights assigned by PositionRank to the unigrams as
is.

TopicRank: TopicRank is another graph-based keyword extraction algorithm [113]
that is also based, as PositionRank, on the idea of the PageRank algorithm. However, in
TopicRank, the graph nodes are not only single words; instead, a document is represented
as a complete graph of topics and the relations between those topics. A topic is defined as
a cluster of similar single and multi-word phrases. To define these phrases, TopicRank
uses a part-of-speech (POS) tagger and extracts the longest sequences of nouns and
adjectives from the document as keyphrase candidates. Keyphrase candidates are then
split into clusters using a Hierarchical Agglomerative Clustering (HAC) algorithm.
After creating the different topics and representing them as nodes, a complete graph is
created, where edges are added between topics given their closeness to each other. The
weight on the edge between topics is calculated using the reciprocal distances between
the offset positions of their keyphrases. The basic PageRank on this graph is then applied
to weigh the different topics. Finally, TopicRank selects the keyphrase from each topic
that appears first in the document, and assigns it the topic’s weight. For constructing
the search query, we split the extracted keyphrases into unigrams, then we compute the
score or boost value of a unigram term u as follows: score(u) = sumk

i=1TR(i), where
k is the number of the extracted keyphrases that contain the unigram u, and TR(i) is the
weight assigned by TopicRank to an n-gram keyphrase i.

Multipartite Rank: Based on the idea of creating better representation of keyphrases
within the different topics in the a text, Boudin [114] proposed Multipartite Rank (MPR).
MPR uses a more dense graph structure than with TopicRank, called multipartite graph to
model the topics with their keyphrases. In that graph, the nodes are candidate keyphrases
that are connected only if they belong to different topics. Accordingly, the document is
represented in this graph as tightly connected sets of topic-related candidates/keyphrases.
MPR also adds an adjustment on the weights of the keyphrases that occur first on each
topic. This is based on the assumption that candidates keyphrases that occur at the
beginning of the document are better representatives of the topics. We follow the same
method as with TopicRank to select the required terms and weights.

sCAKE: Following the line of graph-based keyword extraction methods, sCake [115]
was motivated by the need to design a paramterless graph construction method. Instead
of a sliding window parameter as in k-Core or k-Truss, in sCake, the window slides
over two consecutive sentences and the terms co-occurring in these sentences are linked
(i.e., the edge between a node ni and node nj holds how many times the terms ti and tj
occurred in two consecutive sentences). Similar to PositionRank, sCake only considers
nouns and adjectives as candidate terms for constructing the graph of words. To score
nodes in the graph for keyword extraction, sCake initially applies the k-Truss method
explained above, then uses the created truss-hierarchy of subgraphs to assign different

60



features to the nodes, and aggregates those features for each node to compute its final
score. These features are the maximum truss number at which an edge between the
node and any of its neighbors resides, the sum of truss levels of the node’s neighbors,
a positional feature that attempts to favor nodes at the beginning of a document as in
PositionRank, and a semantic connectivity score that measures the number of distinct
concepts that a node links to, assuming that the more the node’s neighbors belong to
different concepts, the more important it is. Since sCake creates only unigrams, for
constructing our search queries, we use the score assigned by sCake to each output term
as is.

Yake: Unlike graph-based methods, Yake is a completely statistical method that
was introduced recently for keyword extraction [116]. It depends on capturing five
statistical features of terms in a document, and integrating those feature scores in a final
score for keyphrase determination. The first feature captures how frequent a term was
mentioned starting with a capital letter excluding the beginning of a sentence, or marked
as an acronym. This is based on the assumption that uppercase terms are usually more
relevant as keywords than lowercase ones. The second feature is term position, which
captures, as in PositionRank, the position of terms in the document, favoring terms that
occur at the beginning of the document. Unlike PositionRank though that captures the
position of terms itself, Yake captures the position of the sentences in which the terms
occur. The next feature is a normalized version of the term frequency in a document.
The fourth captures the context around the term, based on the assumption that the higher
the number of different terms that co-occur with the candidate term t on both sides, the
less significant term twill be. Finally, the last feature captures the percentage of different
sentences in which a term occurs, assuming that terms which occur in different sentences
are more important. In Yake, the smaller the value of a term, the more significant it is.
Since in our work we assign boost weights to extracted terms, we assign a score to the
term t as follows: score(t) = 1/Y ake(t).

Symbol Meaning
N Length of the article in words after preprocessing
n Number of unique terms in the article
s Number of sentences in the article
w Width of the sliding window used for constructing the graph of words
c Number of candidate keyphrases determined through POS tagging
m Number of edges in the constructed graph

Table 6.2: Symbols used for representing time complexity.

6.1.3. Time Complexity of Keyword Extraction Techniques

Although we assume an offline extraction of keywords from the query article to
construct the search query for background links retrieval, it is worth comparing the time
complexity of the aforementioned keyword extraction techniques in case it is performed
online, or there is a large number of query articles to be processed by the news provider.
Table 6.2 shows the terminology we used for this analysis, and Table 6.3 shows the time
complexity for each method, along with any specific requirements before the keyword
extraction process.
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Method Time Complexity Pre-Requirements
Yake O(N + s n w) Segtok sentence segmenter

PositionRank O(N w2 + c+m) POS tagging
TopicRank O(c3 +m) POS tagging

MPR O(c3 +m) POS tagging
k-Core O(N w2 +m) -
k-Truss O(N w2 + n+m1.5) -
sCake O(N + s c2 +m1.5) POS tagging

Table 6.3: Time complexity of keyword extraction algorithms.

Most of the graph-based keyword extraction methods are quadratic in time. For
instance, constructing a graph of words for PositionRank, k-Core, or k-Truss is of time
complexity O((N − w + 1) (w(w − 1)/2)). Since w is relatively small with respect to
the length of the article, the complexity is O(Nw2). After constructing this graph and
assuming m edges in the constructed graph, applying PositionRank on the constructed
graph additionally requiresO(c+m) [125], as it is a variation of the well known Pagerank
algorithm with only favoring nodes that appear at the beginning of the article. As for
k-Core, there is a number of implementations proposed in the literature to decompose
the graph of words into cores. The most efficient applies the decomposition in O(m)
time [126]. While k-Truss is relatively more complex than k-Core when computed on
large graphs, an in memory-based complexity of O(m1.5) can be considered ([127]),
which suits the relatively small graph of words for news articles.

As for TopicRank and MPR, both need POS tagging before constructing the text
graph. Although the number of candidate keyphrases c, obtained after POS tagging, is
less than the number of unique terms n, both algorithms apply agglomerative clustering
to the candidate keyphrases, which is of worst time complexity O(c3). The construction
of the topic graph then requires O(N.c) for computing the candidate keyphrase offset
positions, and O(c2) for computing the positional distance between pairs of candidate
keyphrases. Both algorithms additionally require O(c+m) for applying PageRank.

For sCake, aside also from the need to apply POS tagging, it requires O(N) to
calculate term frequencies, O(c2 ∗ s) to construct the graph, O(m1.5) for k-Truss, and
O(N) for computing the positional weights.

Finally, Yake depends (as mentioned in [116]) on the rule-based segtok algorithm1

that segments a text into sentences based on orthographic features, and tokenizes the
text into terms with delimiter tags (e.g., Acronyms, Uppercase, Digits, etc.). After
identifying the sentences, Yake takes O(N) for computing the term frequencies and
casing features. It additionally requires O(s.n.w) for context feature calculations. We
omit here the complexity to generate n-gram keyphrases as our goal is to obtain unigram
terms. Hence, compared to the methods mentioned above, it is considered the most
efficient method for extracting unigram terms.

As for TF, the time complexity is O(N) with no additional requirements, making
it the most efficient method among the others. For TF-IDF, assuming a constant time
(O(1)) to get the document frequency of each term from the index, the complexity
remains O(N), making it similarly efficient as TF.

1https://pypi.org/project/segtok/
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6.2. Experimental Evaluation

In this section, we present our experimental setup, covering the baseline method and
some implementation issues, followed by a discussion on the experimental results that
address our research questions.

6.2.1. Experimental Setup

Baseline: We used, in our experiment here, the set of queries released in 2018, 2019
and 2020 in the Washington Post dataset. Again we constitute the full-article retrieval
approach as the baseline method with the same setup shown in Chapter 4, aiming at
achieving the same or comparable effectiveness, but with much shorter, hence efficient,
search queries.

Implementation Issues: Due to lack of open source implementation, we imple-
mented our k-Core and k-Truss keyword extraction methods in Java. For PositionRank,2
Yake,3 and sCake,4 we used the authors’-provided implementation developed in Python
for the first two methods and R for the third. For TopicRank and MPR, we used the
PKE Python library.5 We set the sliding window to 3 for methods that required it (i.e.,
PositionRank, k-Core, and k-Truss). For Yake, we set the maximum n-gram size to 1 to
get only unigram keywords, and the window size to 1, as recommended in [116]. For
the other methods, we used the default parameters settings as suggested by their given
libraries. For instance, for MPR, we set alpha to 1.1, and the threshold to 0.74. For
PositionRank, we set alpha to 0.85.

Evaluation: We used nDCG@5 as our primary evaluation measure for effectiveness,
as shown in Chapter 3. For reliable evaluation, we evaluated the studied methods using
3-fold cross validation over the TREC query articles. For easier future comparisons, the
folds were chosen to be the query sets released by TREC in each year for the background
linking task (2018, 2019 and 2020), i.e., two TREC query sets of two years were used
for parameter tuning, and the third was used for testing. The only parameter we tuned in
our experiments was the number of extracted terms that are used to construct the search
query. To report efficiency, we use the query response time in milliseconds. We ran
all our experiments on a MacBook Pro machine with a 2.5GHz Quad-Core Intel Core
i7 processor, and 16GB 1600MHz DDR3 memory. The reported time per query is the
average time of 3 runs of the same experiment.

6.2.2. Experimental Results

We discuss in detail now the different experiments that we conducted to address
our research questions RQ4.1 and RQ4.2. We first test the effectiveness of the simple
lead-paragraphs extraction method. Then, we discuss the effectiveness and efficiency of
the queries generated by the different keyword extraction methods for our task.

Lead Paragraphs as a Search Query: When authors write news articles, they often
adopt the inverted pyramid style [92], [128], in which the essential and most attention-
grabbing elements are introduced first in the article. Accordingly, in this section we

2https://github.com/ymym3412/position-rank
3https://github.com/LIAAD/yake
4https://github.com/SDuari/sCAKE-and-LAKE
5https://github.com/boudinfl/pke
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address RQ4.1, that is to test if the lead paragraphs of the articles can simply and
sufficiently be used as a search query instead of the whole article for the retrieval of the
background links. In other words, we wanted to check if applying keyword extraction is
at all required.

Figure 6.1: (a) Histogram of the length of the query articles. (b) Performance using
leading paragraphs as search query.

To answer this question, we experimented with constructing search queries simply
using the top paragraphs of the query article, after stop words removal. Figure 6.1(a)
shows the histogram of the length of the query articles in paragraphs.6 The figure
indicates that most articles have less than 20 paragraphs, with an average of about 18
paragraphs. Figure 6.1(b) illustrates the performance when we vary the number of top
paragraphs from 1 (just the first paragraph of the article) up to 30 (almost the full article).
We observe that increasing the number of paragraphs used for constructing the search
query improves the performance. We also note that the peak nDCG@5 occurred at using
16 paragraphs, which is very close to the average number of paragraphs. This indicates

6Only one very long query article (141 paragraphs) was omitted from the histogram for clarity
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that using only a few lead paragraphs is not sufficient for an effective background links
retrieval.

Figure 6.2: Average query response time for retrieving background links using lead
paragraphs as a search query.

As for the efficiency of the retrieval process, Figure 6.2 shows the average query
response time using the lead paragraphs as search queries. As illustrated, there is a high
growth in response time while increasing the number of paragraphs, which increases
the number of terms in the search query7. This experiment confirms the need for a
keyword extraction mechanism that can select few terms to construct the search query
while maintaining the effectiveness of using the full article.

Note that while we might expect that the baseline method should always exhibit the
highest response time, Figure 6.2 shows it is not the case when using 25 to 30 paragraphs.
This is due to the optimization of query processing performed by the Lucene platform,
which adopts BlockMax WAND approach that skips scoring some documents in the
posting lists of terms when their score contribution is expected to be not competitive
(hence not affecting the document ranking), resulting in a faster retrieval process [129].
This indeed is more evident in long queries, as in the baseline case.

Keywords Extraction for Search Query Construction: The next experiment aims
at addressing RQ4.2, which is concerned with measuring the effectiveness of the keyword
extraction techniques in search query reduction for background linking. To conduct this
experiment, we applied each keyword extraction method explained earlier to analyze the
query articles and construct search queries. Figure 6.3 shows the cross-validation results,
varying the number of extracted keywords from 30 (since our preliminary experiments
in this regard showed that the effectiveness degrades noticeably if the number of search
terms are less than 30) to 100 (for efficiency purposes). It also reports the performance
of the Baseline method. The range of the optimal (after tuning) values of the number of
extracted keywords (over the 3 folds) for each method is reported on top of the respective
bar. Surprisingly, all methods, except sCake, exhibit very similar performance with small
differences in effectiveness. Accordingly, we applied the paired two-sample t-test with

7There were two outlier queries that took more time compared to others for processing. However,
removing both did not noticeably affect the average processing time
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5% significance level between the baseline and each of the other methods; we found
that the differences in performance between the baseline and each of Yake, k-Truss,
k-Core, PositionRank, and MPR methods are not statistically significant, which means
that those five methods essentially exhibit the same effectiveness of the baseline despite
using much shorter queries. This, in turn, achieves our goal of having no sacrifice in the
retrieval effectiveness as a result of the query reduction process.

Figure 6.3: Effectiveness of keyword extraction techniques, varying the number of
extracted keywords from 30 to 100.

Figure 6.4: Average query response time for 100-term search queries generated by the
keyword extraction methods.
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Being effectively similar, using any of the methods that exhibit no statistical sig-
nificant difference with the baseline is expected to be more efficient than the baseline
while maintaining the retrieval effectiveness. This is due to the much shorter search
queries. The average length of the articles in the Washington Post collection was around
400 terms (after removing stop words). This means that there is a 75% reduction in
the query length, adopting the above keyword extraction technique, as it produces a
maximum of 100 terms as seen above. However, the selection of the query terms might
impact the speedup. To check that, we computed the average query response time for
each of the keyword extraction methods for 100-term queries, as shown in Figure 6.4.
In this experiment, we did not tune the number of terms, as we choose to test the worst
case scenario, which is using our ceiling number of terms (i.e., 100). It is then intuitive
that the time taken for processing a subset of those terms will be lower. Among the five
methods above that exhibit the indifferent performance with the baseline, Yake is the
fastest with about 6.2x speedup over the baseline (which takes 1645ms, but omitted from
the figure due to scale). Recall that Yake is also the closest in nDCG@5 performance to
the baseline, among all other methods (as illustrated in Figure 6.3), and also the fastest
(after the two TF-based methods) in the keyword extraction process (as shown in the
time complexity analysis earlier). It indeed yields a perfect solution for the practical
scenarios. We also notice that the queries generated by the TF-IDF method are the most
efficient ones. This is expected as the method prioritizes terms of high IDF, i.e., short
postings lists. Therefore, if we need even higher speedup (12.4x over the baseline in this
case) while tolerating some degradation in effectiveness, TF-IDF is then the choice.
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Figure 6.5: Further reduction of search query terms. (a) The average query length after
keeping only the common extracted terms by TF-IDF and Yake methods. (b)

Effectiveness of Yake and TF-IDF methods before reduction, and Yake after reduction.
(c) The average processing time of queries after applying the reduction.

The results above inspired us to check if the terms in the queries generated by Yake
are different than the ones generated by the TF-IDF method (hence the difference in the
processing time), and if those different terms actually influence the retrieval effective-
ness. To answer this question, we computed the average cosine similarity between the
search query vectors generated by both methods over queries of different lengths. The
resulted average similarity was 0.8, indicating that TF-IDF yields somewhat different
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queries. That motivated us to conduct another exploratory followup experiment, where
we only keep the terms that are commonly extracted by TF-IDF and Yake. Figure 6.5-
(a) shows the average length of the queries after this filtering for different number of
originally extracted keywords. The figure shows considerable reduction; for example,
27 terms were filtered out on average when the original queries have 100 terms, keeping
only 63 terms in common. As for the effectiveness past the reduction of the queries,
it can be seen in Figure 6.5-(b) that when the number of the originally-extracted terms
exceeds 80, the reduced queries yield very close effectiveness, in terms of nDCG@5, to
the original queries generated by Yake. In fact, the difference in performance between
the baseline and the query reduced from 100 extracted terms is not statistically signifi-
cant, indicating that the removed terms were quite ineffective, yielding a more efficient
retrieval. This can be clearly noticed in Figure 6.5-(c), which shows that the reduced
queries are much more efficient than the queries generated by Yake, and a bit more
efficient than the queries generated by TF-IDF, yielding about 13.3x average speedup
over the baseline.

In conclusion, several keyword extraction methods exhibit similar effectiveness (with
no statistical significance difference) to the baseline while being much more efficient.
Among those, the queries generated by Yake, in particular, yield 6.2x speedup over the
baseline. Moreover, Yake’s queries can be further reduced by filtering out terms that
were not selected by TF-IDF method, yielding an even better average of 13.3x speedup
in response time over the baseline, with a little cost of running both (already fast)
methods of keyword extraction. Again, the difference in effectiveness in that case is not
statistically significant. It is important to note here that while the reported reduction in
the response time is in terms of milliseconds in this in-lab experiment, such speedup is
highly and typically needed during Web search tasks (such as searching for background
sources over the Web) in real-time online scenarios.

6.3. Conclusion

In this chapter, we showed how we can construct a relatively short search query that
can be efficiently used for retrieving a set of background links for a query article. We
showed also that, compared to using the full-article as a search query, the constructed
short query does not sacrifice or significantly reduce the retrieval effectiveness. The
results produced through the constructed query can be represented to the reader as is, or
it can be further considered for reranking purposes. It is worthy to note here, that when
proposing our approaches for effective news background linking (Chapters 4 and 5),
we opted to rerank the set of candidate links retrieved through the full article research
approach instead of the links produced through any reduced query, as an example
initial retrieval phase. The work proposed in either approaches though, that addressed
the semantic-based matching between the query article and its candidate background
links, can still be integrated with any initial retrieval process. Next, we conclude our
dissertation, highlighting the limitations that our work faces and showing future research
directions accordingly.
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CHAPTER 7: CONCLUSION AND FUTURE WORK
In this chapter, we conclude the dissertation with a summary of the proposed work in

Section 7.1, the limitations of our work in Section 7.2, and the future research directions
in Section 7.3. We finally list our research publications in Section 7.4.

7.1. Conclusions

News background linking aims to find useful resources that can be linked to a news
article to give its readers more background and context on its content. This problem
is an important research problem as it helps providing readers with access to relevant
background information, aiding them in gaining more knowledge and making informed
decisions about the issues being covered in the news everyday. This will enhance
the overall quality and depth of news reporting. Often, authors or journalists add the
background links manually to their stories. If these links are not available, readers tend
to lookup the web for background resources. The work proposed in this dissertation
helps in paving the way to automate this background linking process for authors and
news providers in order to aid readers to easily navigate to the required information they
seek.

Since news background linking is a relatively new and challenging problem to the
research community, we conduced the first, up to our knowledge, formal qualitative
analysis of a subset of the query articles and its background links to understand the
notion of background relevance. Through our study, we observed that useful background
articles do not need to have the same main topic as the query article. They further do
not necessarily need to have high lexical similarity with it. Instead, they need to provide
more details on one or more of the subtopics discussed within the query article, in
addition to introduce new perspectives or subtopics related to its context. We further
found that query articles that are driven by the occurrence of some timely event are
generally harder to process than other articles that discuss general topics. For those
query articles, we found that the majority of its highly-relevant background articles do
not just mention the event, but rather discuss subtopics related to its occurrence. We
further found some relevant background articles for those query articles that do not at
all mention the event, but often discuss the context at which the event appears and in
many cases, they add knowledge on the future consequences of the event.

Driven by the insights that we drew through our qualitative analysis of news back-
ground relevance, we proposed two approaches to address the effectiveness aspect of
news background linking. Our proposed approaches depend on reranking a set of can-
didate background links retrieved through using the full query article as a lexical search
query, in an ad-hoc setting. To rerank this candidate set of background links, both of
our proposed approaches integrate the lexical matching signal between the query article
and the candidate background link, obtained through ad-hoc retrieval, with a semantic
matching signal calculated between both articles.

For the semantic matching process, our first proposed approach depends on finding
dense representations of news articles and computing matching scores between the
query article and its candidate links. We investigated a number of Transformer-based
encoder models, in a zero-shot setting with no further pre-training nor fine-tuning, to
represent the news articles in the semantic space. We further investigated a number
of score aggregation functions for reranking the candidate articles. We found that
using a hierarchical aggregation of sentence-level representations is best for semantic
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matching. We further found that by simply summing the normalized lexical and semantic
matching scores of candidate background links, we achieve an effective background
linking (nDCG@5 of 0.5016 vs. 0.4856 achieved by the full-article search baseline
approach), marking a new state of the art for the problem. We, moreover, discovered
that query articles differ in the degree by which they need the incorporation of the
semantic relevance signal in the reranking process of its candidate background links.
While some articles considerably benefit from the semantic signal, others get hurt. We
show through our analysis of the results we obtained, that if the degree by which a
semantic matching signal is needed for a query article is determined, the performance
of background linking can be further increased (up to nDCG@5 of 0.5487).

Our second proposed approach for addressing the effectiveness aspect of news back-
ground linking leverages the potential of large language models (LLMs) for semantically
matching the query article to its candidate links. Precisely, we employed an LLM to
analyze the input article to reveal its discussed topics, then analyze the candidate links
to reveal information related to the query article topics producing a summary of related
information, then, finally rerank the guided LLM-generated summaries of the candidate
links. In this approach, we aggregate the ranks produced by the LLM with the original
ranks of the candidate links, preserving also the effect of the lexical matching signal,
and ensuring that the background links do not deviate much from the content of the
query article. We experimented with four black-box LLMs: Gemini-Pro 1, Gemini-Pro
1.5 GPT-3.5 Turbo and GPT-4 Turbo. We used a subset of query articles for curating
the prompts to the LLMs. On the test set of queries, our results show that using the
GPT-4 Turbo LLM, our proposed approach again mark a state of the art performance for
the news background linking problem (nDCG@5 of 0.518 vs. nDCG@5 of 0.498 by
the full-article search baseline approach). We further showed through a failure analysis
why the other LLM models did not perform as well in our problem.

Both of our aforementioned approaches showed almost the same effectiveness , on
the test set of query articles, with no statistically significant difference in performance.
While the LLM-based approach is simpler, it comes with the cost of using a black-box
model, with its cost constraints and the chance of API response failures.

As for the efficiency aspect of news background linking, we worked on retrieving an
effective set of candidate background links with a much shorter search query than the
full query article. We experimented with a number of unsupervised keyword extraction
approaches for search query reduction. Our results showed that we reach large speedup
in query response time (6.2x speedup over the full-article search approach), using simple
statistical keyword extraction techniques, such as Yake, with a difference in effectiveness
that is not statistically significant from using the full query article as a search query. We
further showed that by adopting TF-IDF traditional keyword extraction method to filter
non-informative terms from the queries generated by Yake, one may further achieve
even higher speedup (13.3x over the full article search approach), still with similar
effectiveness.

7.2. Limitations

In this section, we list the limitations of our study, given our proposed solutions for
addressing the news background linking problem.

• News Articles Semantic Representation We showed in our proposed approach
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for reranking a candidate set of background links for a query article using pre-
trained models, how we can best represent news articles semantically for news
background linking. Specifically, we showed that using a pre-trained encoder
model, which takes short fragments of text (sentences) as input, one could have a
representation for news articles that, to a great extent, captures its semantics. It
is important to highlight here though that our evaluation of the different models
that we experimented with was based mainly on the effectiveness achieved when
matching news articles in the news background linking task. This task is different
from other tasks that involve text matching, for which those models may have been
or may be used. In other words, the conclusions that we drew might not generalize
to other tasks that also requires the semantic representation of news articles or
generally textual documents.

• Encoder-based Models for News Articles Representation Our study using
encoder-based models is also limited in the number of models involved in the
comparison. We believe that it can be further improved by including encoders
from models that were introduced recently and that were mainly trained for long
text matching tasks, such as Match-ignition [90], and CoLDE [91]. As far as we
know though, the checkpoints of those models have not yet been released to the
research community.

• Differentiating Query Articles In our study in Chapter 4, we showed that the
effectiveness of the proposed reranking approach can be enhanced if query articles
were differentiated according to their need to incorporate the semantic relevance
signal in the matching process of its candidate links. We attempted to build a
model that can distinguish query types using, as labels, a parameter that controlled
the aggregation between the lexical and the semantic relevance signals during the
reranking process in our experiments. We experimented with both pre and post
retrieval query features to train the desired model. Nonetheless, we were not
able to build this model due to the limited training and testing samples (only 207
queries).

• Single Dataset We limited our experiments in news background linking to the
Washington Post dataset released by TREC for the news background linking task.
In addition to the limited number of query articles in this dataset as mentioned
before, the representation of the different relevance levels is very unbalanced. This
limits the capability of building a multi-class model that can effectively determine
the actual relevance of a background link to a query article.

• Using Black-box LLMs Our proposed LLM-based news background linking
approach showed state of the art effectiveness when we tested it using a black-box
LLM. This LLM is not cost effective though, not to mention the possibility of API
response failures. Other open-source LLMs though should be considered.

7.3. Future Research Directions

The effectiveness reached so far for this problem is still far from being optimal, even
with our proposed approaches. Accordingly, there is still large room for improvement

72



in this problem, and there are several directions for future work. We elaborate on some
of them here.

Query Type Distinction The type of query articles needs to be further investigated
as it clearly affects the linking process as shown in our qualitative analysis for news
background linking, and also from our analysis of the results we obtained through our
experiments. For instance, our qualitative analysis showed that queries that are driven by
the occurrence of some events are the hardest to find background links for. Identifying
the discussed events from within those articles and their direct related context might lead
to find the background links for it. Further criteria may be investigated for distinguishing
query articles, such as whether a query article reports hard news (ex: politics, economy)
or soft news (sports, entertainment). Also, an article may be distinguished considering
its type and length. A news article can be a long feature article giving an author’s
analysis on a specific old topic or event, hence including multiple subtopics, or it can
be a short news article reporting straight facts on a specific event or incident without
including any comments on opinion from the author.

Deep Topics Analysis : Our qualitative analysis showed that the extent to which the
candidate background article discusses the subtopics of the query article, and to what
extent it introduces new topics that add to the readers’ knowledge affect the background
relevance. We actually adopted this insight to build our second proposed linking
approach. Another future direction that can be investigated to benefit from this insight
might be to split the query article into different topics, acquire topic relevance scores
for each candidate document, then aggregate those scores to obtain overall document
scores.

Adopting Long-Document Matching Models : Recently, a number of researchers
introduced models that aim to match long documents for different tasks. A future
research direction for news background linking is to experiment with those models for
the task, as they were never tested for it. Moreover, those models may be fine-tuned to
achieve a task specific increase in performance.

Adopting LLMs for News Background Linking : A future work in the direction of
working with LLMs for news background linking will be to experiment with open-source
LLMs within our proposed approach to see if they are as effective as Black-box LLMs.
Another future work is to experiment with shuffling the order in which candidates are
presented to the model for reranking, as it might affect the ranking effectiveness. The
LLMs can further be adopted to analyze the query articles and its candidate background
links, considering other relevance criteria and with better crafted prompts.

Expanding the Washington Post Dataset As mentioned before, we faced the scarce
data problem in the Washington Post dataset when attempting to proposing approaches
for addressing the news background linking problem. To build a classification model to
differentiate query types for example, or to build a model that predicts the relevance of
a background link to a query article, more data is needed for training and testing such
models. Accordingly, a very important future direction for this problem is to annotate
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more query articles from the Washington Post dataset, or to find other datasets of news
articles that can be adapted for the news background linking problem.

Building Diverse Datasets : Other resources than news articles should also be con-
sidered as background links. The Washington Post dataset contains only news articles
and blog posts as background links. Linking to only resources that are published by the
same newspaper might help a news provider that aims to restrict readers to his website
for competition purposes. However, allowing the reader to have links to other external
background resources will broaden his knowledge on the news story he/she is reading
and allow him/her to get more point of views. One of the future directions in this
problem, hence, is to build datasets that contain different types of background links,
written with also other languages than English.

7.4. Publications

In this section, we list the related publications to this work.

Published Papers:

• Marwa Essam, Tamer Elsayed. Why is That a Background Article: A Qualitative
Analysis of Relevance for News Background Linking. Proceedings of the 29th
ACM International Conference on Information & Knowledge Management. 2020
[6].

• Marwa Essam. Background Linking of News Articles: Advances in Information
Retrieval. 43rd European Conference on IR Research, ECIR. Lecture Notes in
Computer Science(), vol 12657. Springer. 2021. [27] Best DC paper award.

• Marwa Essam, Tamer Elsayed. Unsupervised query reduction for efficient yet
effective news background linking. PeerJ Computer Science. 13 Jan 2023; 9,
p.e1191 [9].

• Marwa Essam, Tamer Elsayed. Zero-Shot Reranking with Dense Encoder Mod-
els for News Background Linking. (Journal article accepted for publication in
PeerJ Computer Science - November 2024) [7].

• Marwa Essam, Tamer Elsayed. bigIR at TREC 2019: Graph-based Analysis for
News Background Linking. Proceedings of the 28th Text REtrieval Conference
TREC. 2019 [40].

• Fatima Haouari, Marwa Essam, Tamer Elsayed. bigIR at TREC 2020: Simple
but Deep Retrieval of Passages and Documents. Proceedings of the 29th Text
REtrieval Conference TREC. 2020 [130].

• Marwa Essam, Tamer Elsayed. bigIR at TREC 2021: Adopting Transfer Learn-
ing for News Background Linking. Proceedings of the 30th Text REtrieval Con-
ference TREC. 2021 [65].
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The last three publications in the above list show our participation in TREC with
some preliminary work for both the news background linking, and the document retrieval
tasks. The exact details of all the runs submitted and reported in these papers though
are not covered in this work.

Under Review:

• Marwa Essam, Tamer Elsayed. Can Large Language Models Effectively Rerank
News Articles for Background Linking? (Conference paper submitted in October
2024)
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