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Abstract—Within the paradigm of physical layer secrecy,
typically a physical layer specific characteristic is used as key
generator to guarantee information hiding from eavesdroppers.
In this paper, we propose a novel secret key generation algorithm
based on two reciprocal physical layer parameters; the channel
measurements and the distances between the two communicating
nodes. The two parameters are estimated experimentally using
implementations of our algorithm on three FPGA- based WARP
kits emulating the two communicating nodes and the eavesdrop-
per. The parameters are used as common sources of randomness
to generate the secret key. We evaluate the performance of
our algorithm through extensive iterations. We compare the bit
mismatch rate as well as the entropy of the generated secret key
of our algorithm versus classical channel only and distance only
based algorithms. Our results reveal that even in the worst case
scenarios, our algorithm outperforms the two other algorithms
and overcomes their vulnerabilities.

Index Terms—Channel Estimation, Secret Key, Localization,
Bit Mismatch Rate.

I. INTRODUCTION

One well known characteristic of the communication chan-
nel is reciprocity. When two antennas communicate by radi-
ating the same signal through a linear and isotropic channel,
the received signals by each antenna will be identical. This is
mainly because of the reciprocity of the radiating and receiving
antenna pattern [1].

Current physical layer security techniques are based on
channel reciprocity assumption. The most common feature
of the channel characteristics that is widely used is channel
amplitude; mainly because of its ease of implementation [2]—
[5]. The authors in [6] developed a level crossing algorithm
that is best suited for Rician and Rayleigh fading [6]. The
ultrawideband channel impulse response is used in [7] as the
source of common randomness. In [8], the authors developed
a technique to transform correlated channel measurements
into uncorrelated binary data. Other reciprocal (common)
parameters such as received signal strength (RSS) can be used
as a common source of randomness to generate the secret key
[9].

A recent physical layer security technique that is based
on the distance reciprocity to generate secret key bits is
presented in [10], [11]. Their work is based on [12], which
studies the problem of generating a secret key from common
randomness shared between the intended nodes. The motiva-
tion behind the authors work is that the current techniques,
which exploit the channel gain, are based on the assumption

that the channel gains are independent of the distance. This
assumption could be valid for non-line of sight fading channel
but not necessarily a valid assumption for line of sight fading
channel where attenuation is a function of the propagation
distance. In this case, an eavesdropper with localization or
distance estimation capabilities can then estimate the channel
gain and consequently recover the secret key. Examples of
localization techniques can be found in [13], [14]. There are
other techniques to perform localization which are based on
the time of arrival (TOA) [15]-[18]. Angle of arrival (AOA)
can also be used for localization as shown in [14], [19]. RSS
is a very common metric that requires a simple circuitry to be
implemented. Exploiting the RSS to estimate the distance is
presented in [20], [21].

The authors in [11] did not consider that the secret key gen-
erated based on the distance between the two communicating
nodes is susceptible to be recovered by an eavesdropper that
is equipped with AOA estimation capabilities. In this case, the
eavesdropper estimates the AOA for both the signal received
from the two nodes as well as the the distances between itself
and the two nodes. The eavesdropper then easily estimates the
distance between the two nodes. Once the distance between
the nodes is estimated, the secret key is recovered by the
eavesdropper.

To address this latter drawback, we propose a novel algo-
rithm that exploits a combination of the channel gain as well as
the distance between the two nodes as a joint (hybrid) common
source of randomness. Our algorithm is well suited for both
line of sight and non line of sight channel, which overcomes
the drawback of the distance based algorithms as well as the
channel gain algorithm.

Our contributions in this work as compared to available
literature are as follows: We propose a new physical layer
based secret key generation algorithm which is based on joint
common sources of randomness stemming from distance and
channel gain between the trusted nodes. We implement the
crucial parts of our algorithm on a prototyping platform to
demonstrate its practicality and to collect measurements for
performance evaluation. We compare our results with existing
single source based algorithm to show the advantages of our
hybrid technique. To the best of the authors’ knowledge,
exploiting two common sources of randomness has not been
studied yet. Exploiting a second source of randomness adds a
degree of freedom to the trusted nodes in case each common



source or randomness can be estimated by the eavesdropper.

The rest of this paper is organized as follows: In Section
II the adversary model is presented. The channel gain mea-
surements is then addressed in section III. We then use the
RSS to estimate the distance in Section IV. Our secret key
generation algorithm is presented in Section V. We evaluate
the performance of our algorithm in Section VI. The paper is
then concluded in section VIL

II. ADVERSARY MODEL

In our adversary model, we assume that an eavesdropper
(Eve) can listen to all the communications between the two
trusted communicating nodes (Alice) and (Bob). Eve can
estimate the channel gains between itself and both Alice and
Bob. In addition, it can estimate the distances between itself
and Alice and Bob. We also assume that Eve’s radio might
be equipped with AOA estimation capabilities, hence it can
estimate the AOA for both signals received from Alice and
Bob. In our model, Eve can move freely within the field
and can visit any of the locations where either Alice or Bob
were or will be in the future. Eve can not be within a few
wavelength near to either Alice or Bob to ensure that the
collected signals are not correlated. We assume that Eve is
not interested in denial of service attack, person in the middle
attack or jamming attack. Rather, we assume that Eve is a
passive adversary.

III. CHANNEL GAIN MEASUREMENTS

As stated earlier, the channel amplitude is the most common
channel characteristic to generate the secret key. The received
signal by Alice and Bob can be given by:

ya = z(@)[h()] +na(t) (1
yp = z()[h(t)] + np(t) @

where x(t) is the transmitted signal, |h(t)| is the channel gain
and n4(t) and np(t) are the additive white Gaussian noise
(AWGN) at Alice and Bob’s receivers, respectively. Then the
estimated channel gain |h(t)| by Alice and Bob’s receiver are:

(ha(t)] = [h(t)] + za(t) 3)
[hs(t)] = |h(t)] + z5(t) )

Where z4(t) and zp(t) are noise in estimation of |h(t)| at
Alice and Bob, respectively. [74(t)| and |hp(t)| are highly
correlated. Since Eve listens to all the communication between
Alice and Bob, the received signal at Eve’s receiver for both
signals can be given by:

vz = z(t)|hg(t)] + np(t) Q)
yp = z(t)|hp(t)] + np(t) (6)

where |h4(t)|and |hE(t)| are the channel gains between Alice
and Eve; and Bob and Eve, respectively. Since it is assumed
that Eve can not be less than half wavelength near from
either Alice or Bob, h4(t)| and |hE ()| are independent from
[ha(t)] and |hp(t)

Fig. 1: Experimental Setup for the channel gain estimation
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Fig. 2: Implementation of channel gain estimation: channel
amplitude measurements.

The channel gain estimation is implemented on the WARP
platform [22]. We use three WARP nodes in our scenario,
one is set as the transmitter (Tx), Alice, the second as the
intended receiver (Rx), Bob, and the third as the eavesdropper
receiver, Eve. Each WARP node has two RF daughter cards
operating as a transceiver in the WiFi band. Figure 1 shows
our experimental setup after programming the FPGA on the
three nodes. Without loss of generality, our test environment
is an indoor non-line of sight environment. In other words,
our algorithm can be implemented in any other environment
whether its an indoor or outdoor, line of sight or non-line of
sight. The Rx node and the eavesdropper node were placed
on the corners of the lab while Tx node was at the back of
the lab. The separation between the Rx and the eavesdropper
was much larger than half the wavelength to avoid channel
gain correlation. We estimated the channel gain for both the
Alice-Bob channel as well as the the Alice-Eve channel.
Figure (2) shows the channel amplitude for the two channels
for 200 samples. One can see that even in an indoor lab
environment the channel amplitude measurements between
Alice and Bob are independent from the ones between Alice
and Eve. In a strong line of sight environment, the channel
gain measurements will be highly correlated.



IV. DISTANCE ESTIMATION BASED ON RSSI
MEASUREMENTS

Most of the currently deployed radios are equipped with
RSSI estimation circuitry. If the Tx-Rx radio propagation
model is known, RSSI can be used to estimate the distance
between the two communicating nodes, Alice and Bob. Also
distance estimation based on RSSI readings does not require
additional hardware for time synchronization such as the TOA
based algorithms. The RSSI readings measured by Eve can
determine the distance between itself and between either Alice
or Bob. Eve can only estimate the distance between Alice and
Bob if Eve’s radio is equipped with AOA estimation system.
In this case, given the two angles between Eve and Alice,
and Eve and Bob and the two distances, Eve can estimate the
distance between Alice and Bob.

Unlike the free space propagation model and the two ray
ground model, the log distance path loss model is a more
general model that can be used for both indoor and outdoor
environments. The log distance path loss model is given by:

P.(d)(dBm) = P,(do)(dBm) — 10n, log,, (j) + X,
0
)

where P,(d) is the average received power in dBm, which
is the RSS, P.(dg) is the received power at a reference
distance do, n,, is the path loss exponent and X, is a normally
distributed random variable with zero mean and o standard
deviation. Using a reference distance of 1 meter the equation
reduces to:

P,(d) = —10n, logo(d) + C (8)

where C' is P, (1) + X,. The distance can then be estimated
as:
sS—-C

_RSS—
d=10" tonp )

For the non-line of sight indoor environment similar to our
model, using linear regression estimation, [23] represents Eq.
(8) as:

P.(d) = —23.4111og,(d) — 48.676 (10)

Based on the environment, Eq(10) changes. One has to collect
empirical data and adjust Eq(10) accordingly to minimize the
estimation error.

The RSSI readings obtained from our WARP nodes have a
dynamic range of 0 to -92 dBm. The average RSSI reading
for the received samples after conversion is -68.2 dBm for
Bob and -72 dBm for Eve. The measured distance between
Alice and Bob is 3.6 meters and between Alice and Eve is 7.5
meters. Based on our non-line of sight indoor environment and
WARP Kkits reading, we adjust Eq.(10) to be:

an

The estimated distances between Alice and Bob and Alice and
Eve are then 4.04 and 7.16 meters, respectively.

P.(d) = —20.1141og,(d) — 55.8

V. SECRET KEY GENERATION BASED ON BOTH CHANNEL
AND DISTANCE MEASUREMENTS

Now that we have collected channel gain measurements
and estimated the distances between the two communicating
nodes based on RSSI measurements, we will use these two
parameters as common sources of randomness. Even if the
eavesdropper is equipped with AOA estimation capabilities, it
will not be able to break the secret key since it exploits the
channel between Alice and Bob. Or if the environment is a line
of sight environment, that highly depends on the distance, and
Eve can estimate the channel gain between Alice and Bob
based on signal she receives from either of them, it still can
not estimate the distance between them. The only vulnerability
in our algorithm is when Eve’s radio is equipped with AOA
estimation capabilities and the environment is a strong line
of sight with minimal multipath effect. In this case, Eve can
estimate both the distance between Alice and Bob and the
channel gain. In this case the bit operation applied at the
two sources of randomness, through our algorithm, is still not
known to Eve. We will show in the next section that even in
the worst case scenario, the secret key generated based on our
algorithm can not be recovered by Eve.

After collecting the measurements above our algorithm
adapts the following steps to generate the secret key.

A. Quantization

Now that we have two common sources of randomness,
the first step of our algorithm is to convert them into a bit
stream suitable for the secret key generation. The conventional
secret key length is between 128 and 512 bits [5]. We use the
most popular technique for quantization which is the uniform
quantization [24]:

Y =Q(X) X € (diydiv1) (12

where d is the interval and X is the input, which in this case is
our channel and distance measurements. In the uniform quan-
tization, the spaces along the x-axis, i.e., time, is uniformly
distributed. Similarly for the spaces in the y-axis, i.e., the
channel amplitude for the first common source of randomness
and the estimated distance for the second.

B. Encoding

Although uniform quantization is easy to implement, in-
creasing the quantization bit number, dramatically degrades
the performance of the algorithm since the bit mismatch rate
between the two communicating nodes increases. In [4], an
encoding algorithm is proposed to tackle this problem where
each uniformly quantized value is encoded with multiple
values.

C. Combining the Two Bit Streams

Now that we have measured, quantized and encoded our
two common sources of randomness, we have two bit streams
containing these data. To combine these two bit streams, any
logical operation such as AND, OR or concatenation can be
applied on the two bit streams to generate a single bit stream



containing both channel amplitude and distance information.
We choose to use the XOR operation with the two bit streams
as the inputs to generate the single bit stream. Ir is worth
noting that we chose a simple bit operation to be applied on
the bit streams for the sake of simplification. One can apply
a more complicated operation at the bit streams such as bit
masking or combinations of series and parallel logical gates.
We will show that even with simple bit operation that is not
known to the eavesdropper, our algorithm outperforms the two
other algorithms.

D. Information Reconciliation

The generated bit streams at Alice and Bob will have
some discrepancy. This is due to several reasons such as
interference, noise and hardware limitations. Another reason is
that channel fading can cause inaccuracy in the RSSI readings,
and therefore, the measured distance at Alice and Bob will not
be identical. We adopt the reconciliation protocol presented in
[25] to minimize the discrepancy. Both Alice and Bob first
permute their bit streams in the same way. Then they divide
the permuted bit stream into small blocks. Alice then sends
permutations and parities of each block to Bob. Bob then
compares the received parity information with the ones he
already processed. In case of a parity mismatch, Bob changes
his bits in this block to match the received ones. This protocols
leaks an amount of information to Eve close to the minimum.

E. Privacy Amplification

Although information reconciliation protocol leaks mini-
mum information, Eve can still use this leaked information to
guess the rest of the secret key. Privacy amplification solves
this issue by reducing the length of the outputted bit stream.
The generated bit stream is shorter in length but higher in
entropy. To do so, both Alice and Bob apply a universal hash
function selected randomly from a set of hash functions known
by both Alice and Bob. Alice sends the number of the selected
hash function to Bob so that Bob can use the same hash
function. Our algorithm is summarized below.

Algorithm 1 Secret Key Generation algorithm
Step 0: Initialization
Alice and Bob exchange signals
Alice and Bob collect sequences of channel amplitude
measurements
Alice and Bob collect sequences of RSSI
Alice and Bob use average RSSI to estimate distance
Step 1: Uniform Quantization
Alice and Bob quantize channel amplitude measurements
using Y = Q(X) X € (di,diy1)
Alice and Bob quantize estimated distance using ¥ =
Q(X) X e (di7di+1)
Step 2: Encoding
Alice and Bob encode each uniformly quantized value with
multiple values
Step 3: Combining the Two Bit Streams
Alice and Bob apply bit operation on the two bit streams
(e.g., XOR)
Step 4: Information Reconciliation
Alice and Bob permute the bit stream and divide them into
small blocks
Alice sends the permutation and parities to Bob
Bob compares the received parity information with his
In case of mismatch, Bob corrects his bits accordingly
Step 5: Privacy Amplification
Alice sends the number of the hash function to Bob
Alice and Bob apply the hash function to the bit stream

VI. PERFORMANCE EVALUATION

Now that we have presented an implementation test-bed for
our algorithm, we evaluate its performance through extensive
iterations. We implement our algorithm for the worst case
scenario where the eavesdropper, Eve (E), can estimate the
distance between Alice (A) and Bob (B) and Alice , Bob and
Eve are in a strong line of sight environment. We simulate our
algorithm in a Rician fading channel with high K-factor. We
apply a simple bit operation on the two bit streams, which is
not known to Eve, for the sake of simplification. Alice and
Bob apply XOR while Eve applies a different bit operation,
which is AND. Again, we note that the bit operation applied
at Alice and Bob can be more complicated by applying a
combination of series and parallel logical gates, which Alice
and Bob agreed on and not known to Eve.

We generate the secret key for our algorithm and compare it
to the secret key generated by the channel-only and distance-
only algorithms. We compare the bit mismatch rate (BMR)
of the generated secret key between A-B and between A-
E after quantization and encoding for the three algorithms;
namely: channel only, distance only and our hybrid channel
and distance (after combining the two bit streams step). We
also compare the entropy of the secret key generated at either
Alice or Bob to the entropy of the secret key generated at
Eve for the three algorithms. In Table. I we summarize the
simulation parameters for all the subsequent figures.



TABLE I: Simulation Parameter for all the Subsequent Figures

- Fig. 3 | Fig. 4 Fig. 5 Fig. 6
SNR A&B 10 15 10 10
SNR E 10 0:1:30 10 10
K-factor A-B 15 16 16 16
K-factor A-E 0:1:30 4 4 4
Channel Iter. 200 200 25:25:400 200
No. Iter. 10000 | 10000 10000 10000
A &B Dist. STD 0.92 0.92 0.92 2.25
E Dist. STD 1.73 1.73 1.73 0:12

In Fig. 3, we present the simulation results for the three
algorithms when the A-B channel’s K-factor remains constant
at 15 and the K-factor for the A-E channel changes between
0 : 30. The standard deviation of the estimated distance at
Eve is higher than that for either Alice and Bob due to AOA
error as well as the errors in estimating the distances based on
the received RSSI’s. The mean in the two cases is 10 meters.
One can see that A-B BMR for our algorithm is close to the
minimum achieved by the distance-only algorithm, which is
less than the conventional acceptable rate of 0.15. At the same
time, the A-E BMR is the highest for our algorithm (=~ 0.4).
The entropy of the secret key generated at either Alice or Bob
for our algorithm is higher than the achieved entropy of the
key generated by the two other algorithms. While the entropy
of the secret key generated by Eve through our algorithm is the
lowest. In other words, our algorithms is achieving a higher
secrecy rate than the other two algorithms. The A-E BMR
for the channel-only algorithm increases at lower values of
K-factor,i.e., weaker line of sight environment and saturates
as the K-factor increases. Correspondingly, the BMR of our
algorithm is slightly lower at lower values of the K-factor.

In Fig. 4, we present the simulation results for the three
algorithms when the SNR of the received signal by either
Alice and Bob remains constant at 10dB and the received
SNR by Eve changes between 0 : 30. Again, the A-B BMR
for our algorithm is low, close to the minimum achieved by
the distance-only algorithm and the highest between A-E. At
the same time, the entropy of the secret key generated at either
Alice or Bob for our algorithm is higher than the achieved en-
tropy for key generated by the two other algorithms. At lower
values of Eve’s received SNR, the performance of the channel-
only algorithm was highly degraded since the A-B BMR and
the A-E BMR are very comparable. The performance of our
algorithm was slightly affected by changing Eve’s SNR.

It’s worth noting that changing either SNR or the Rician
K-factor can be viewed as simulating the mobility of Eve. In
other words, Eve is moving to improve its BMR with Alice
or Bob.

In Fig. 5, we present the simulation results for the three
algorithms when the number of channel amplitude measure-
ment iterations changes from 25 : 400. As the number of
the collected channel amplitude measurements increases, the
performance of the channel-only algorithm degrades. Although
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the entropy of the secret key generated by our algorithm was
not affected, averaging a larger number of channel amplitude
measurements highly reduces the entropy of the secret key
generated by Eve which is another advantage for our algo-
rithm. Sill our algorithm outperforms the two other algorithms
through maintaining a low A-B BMR and the highest A-E
BMR.

In Fig. 6, we present the simulation results for the three
algorithms when the standard deviation (STD) of the estimated
distance between Alice and Bob remains constant at 2.25 and
standard deviation of the estimated distance by Eve changes
between 0 : 12. The mean in the two cases is 20 meters.
One can see that performance of the distance only-algorithm
was highly affected by changing the standard deviation of the
estimated distance by Eve. Changing the standard deviation of
the Eve’s estimated distances simulates the errors of estimating
the two RSSI’s and the two AOA’s. The performance of our
algorithm was again slightly affected.

VII. CONCLUSION

In this paper we propose a novel secret key generation
algorithm that is based on both the reciprocity of the channel
as well as the distance between the two nodes trying to secure
a communication link. Exploiting a second common source
of randomness overcomes the vulnerability of using either of
them. We modified an indoor path loss model to estimate the
distance between the communicating nodes based on RSSI
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Fig. 6: Estimated BMR and entropy between Alice and Bob
and Alice and Eve for channel only, distance only and both
channel and distance algorithm when Eve’s estimated distance
standard deviation changes.

readings. Exploiting a second source of randomness does not
add a significant complexity to the system since distance esti-
mation is based on the RSSI reading and we apply a simply bit
operation at the two bit streams generated. We then evaluated
the performance of our algorithm through extensive iterations
for the worst case scenario. We studied the performance of
our algorithm when Eve’ Rician K-factor, received SNR,
estimated distance standard deviation and number of channel
iterations are varied. We plotted the BMR and entropy of the
secret key generated through our algorithm and compared it to
the channel-only and distance-only algorithms. Our algorithm
consistently outperformed the two other algorithms; achieving
a low BMR between Alice and Bob and the highest BMR
between Alice and Eve. At the same time the entropy of the
secret key generated by either Alice or Bob was much higher
than that achieved by Eve and higher than that achieved by
the two other algorithms. Also, the entropy of the secret key
generated by Eve through our algorithm was the lowest when
compared with the entropy of the secrecy key generated by
Eve through the two other algorithms. Hence, our algorithm
is achieving a higher secrecy rate which is the advantage of
exploiting a second common source of randomness.
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