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a b s t r a c t

In this work, control and estimation problems have been studied for a catalytic reversal flow reactor
(CFRR). A stabilizing compensator is developed on the basis of the infinite-dimensional state-space
description of the CFRR. Linear–quadratic technique is used to design both an optimal state-feedback
controller and an output injection operator. The later is developed based on the duality fact between
regulation and estimation. Indeed, the output injection operator is the adjoint of the feedback control
operator of the dual process. The developed compensator is tested numerically for the catalytic
combustion of lean methane emissions.

© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Output-feedback control is a major strategy in system control
ue to many advantages and it is usually needed when the sys-
em states are not available for feedback. Output-feedback regu-
ation is a combination of state-feedback control and state estim-
tion. Indeed, an observer is to be designed to estimate the state
f the system and then the feedback is acting one the estimated
tate. Linear–quadratic control is one of the typical feedback con-
rol and is well developed for both lumped parameter systems, i.e
ystems modeled by ordinary differential equations (ODEs) and
istributed parameter systems, i.e systems modeled by partial
ifferential equations (PDEs) or delay systems. The first one is
ased on finite-dimensional systems theory, however, feedback
ontrol problems for PDEs can be solved by using discretization-
ased finite dimensional representation (see e.g. [1,2]) or infinite-
imensional systems theory (see e.g [3–6]). The latter has a
aramount advantage of preserving the distributed feature of the
riginal system. Here, the main objective is to use infinite-dime-
sional representation to regulate the temperature in a catalytic
low reversal reactor (CFRR).

Catalytic flow reversal reactors (CFRR) are tubular fixed-bed
eactors in which the flow direction is reversed periodically. They
ave a great advantage represented by the fact that the periodic
everse flow creates a heat trap effect allowing auto-thermal
peration without external energy supply. This effect is illustrated
n Fig. 1. It is a very attractive mode of operation for exothermic
eactions since in this case the temperature released from the
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process can be used and enhanced to keep the process running
in the optimal conditions.

CFRRs cover a large classes of chemical processes such as met-
hane combustion, oxidation of sulfur dioxide and oxidation of
volatile organic compounds (see [7]). Modeling, design and con-
trol of such processes have been the focus of many research wor-
ks and studies. In [8], a system of PDEs is developed to describe
the behavior of a reverse flow reactor. Moreover, an efficient
switching strategy is developed to minimize the ammonia leaving
the reactor after reversal. On the other hand, some experimental
investigations of a pilot reverse flow reactor have been studied
in [9]. It has been observed that reverse flow operation maintain
high reactor temperatures which helps to achieve high methane
conversion. Moreover, the performances of a reverse flow reactor,
used for the destruction of lean methane combustion, have been
investigated in [10]. In particular, the effect of the extraction
on the reactor performances, the effect of the inner type on
temperature profiles and reactor stability have been analyzed.
In [11], a preliminary study on the control of reversal flow reactor
by comparing feedback PID control and model based feedforward
control. In [12], model predictive control strategy is implemented
in order to reduce the amount of volatile compounds emitted in
the atmosphere. The design is based on parabolic partial differen-
tial equations model of CFRR. On the other hand, the MPC strategy
based on the method of characteristics has been implemented
in [13].

Linear–quadratic regulator has been developed for flow rever-
sal reactor in [14] by using dilution and internal electric heating
as controls to regulate the hot spot temperature. The optimal
control problem has been solved by a discretization-based tech-
nique. Indeed, finite-difference discretization is implemented on
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. CFRR heat trap effect.

he linear version of the process to control the temperature at a
ingle location. On the other hand, [15] uses infinite-dimensional
ystem representation to solve the temperature regulation prob-
em associated with the PDEs model of the CFRR. The control
f the process is achieved by gas removal based on the manip-
lation of the fluid velocity along the axis of the reactor at
nfinite number of points. Such operation is not practical. More-
ver, state-feedback control implemented in [15] assumes that
he process state is fully accessible which also not feasible from
ractical point of view. Taking into consideration the above rea-
ons, the objective of this paper is to solve the output-feedback
egulation problem for the CFRR by implementing two control
trategies. First one is based on gas removal by manipulating the
luid flow velocity at only one location of the reactor, which is
ore practical than the strategy used in [15] and the second
ne uses distributed heat exchanger to control the temperature
long the reactor. The output-feedback temperature regulation is
chieved by using duality feature between the control problem
nd estimation problem. Indeed, this feature is used to solve the
ontrol problem associated with the dual process in order to
esign a Luenberger observer.
The paper is organized as follows. Section 2 gives a description

f the mathematical PDEs model together with its stationary state
nd its linear version. The optimal control problem is solved in
ection 3. Indeed, two types of inputs are investigated, namely
istributed input associated with the case of temperature control
y using heat exchanger along the reactor and lumped input
ssociated with the case of gas removal at one location of the
FRR. Section 4 investigates the estimation problem to develop
stabilizing compensator. The latter is based on the duality

onnection between the regulation problem and the estimation
roblem which suggests that the observer can be developed by
olving the linear–quadratic problem for the dual process sys-
em. Numerical simulations are performed for the combustion
f lean methane to show the performances of the developed
ompensator.

. Mathematical model

The dynamics of the catalytic flow reversal reactor is best
odeled by PDEs using the material and energy principles. Many
2

different models and configurations have been suggested in the
literature to represent the dynamic behavior of CFRR [8,16–20].
Mainly, the difference between most of the models is how heat
dissipation is modeled. Here, we consider a pseudo-homogeneous
model, which assumes that the solid and fluid temperatures
and concentrations are uniform along the reactor [21]. Also, we
assume that there are no gradients in the radial direction and
finally, we assume plug flow transport phenomena in the axial
direction and diffusion is negligible with respect to convection. If
Y is the mole fraction of the substance and T is the temperature
inside the reactor, then the PDEs model associated with the
material and energy principles for the process system with a first
order reaction is given by:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ϵ
∂Y
∂t

+ φvin
∂Y
∂ξ

= −k0 exp
(

−E
RgT

)
Y

η
∂T
∂t

+ φvinρ
∂T
∂ξ

= (−∆Hr )k0 exp
(

−E
RgT

)
Y

(1)

where t, ξ , ϵ, vin,∆Hr , E and Rg are time, space, reactor void
fraction, inlet gas flow velocity, heat of reaction, activation energy
and universal gas constant, respectively. Also, the parameters
k0, η and ρ are given by

k0 = (1 − ϵ)µeff k∞, η = ρs(1 − ϵ)Cps and ρ = ρgCpg

here µeff , k∞, ρs, CPs , ρg and CPg are effectiveness factor, density
of solid phase, specific heat of solid phase, density of gas phase
and specific heat of gas phase, respectively.

The boundary and initial conditions are given by

Y (0, t) = Yin and T (0, t) = Tin
(ξ, 0) = Y0(ξ ) and T (ξ, 0) = T0(ξ )

(2)

in and Tin are constant and represent the inlet mole fraction and
nlet temperature, respectively. Also, Y0 and T0 represent the
initial mole fraction and the initial temperature profiles, respec-
tively.

Remark 1. To control the temperature in the CFRR, we will adopt
as a first scenario gas removal strategy, which remove energy
from the system and then the temperature is under control. In
this case, the fraction of the inlet gas function φ represents the
manipulated variable. Here the function φ is only time-dependent
function since the gas removal is done at one location of the
reactor and the input space is U = R. Note that this strategy
is implemented by manipulating the fluid flow velocity using a
control valve. A second scenario to be adopted here is to use heat
exchanger to cool the temperature inside the reactor. In this case,
energy balance PDE should include the heat exchange term and
can be written as follow

η
∂T
∂t

+ φvinρ
∂T
∂ξ

= (−∆Hr )k0 exp
(

−E
RgT

)
Y − h

A
V
(T − Tc)

where h is the heat transfer coefficient and A
V is fluid–solid surface

rea per unit of volume. Moreover, Tc is the distributed coolant
emperature that will play the role of the manipulated variable
n the implementation of this second scenario and thus the input
pace is U = L2(0, 1). Note that in this case we can assume that
φ is space-varying function but time-independent function.

In order to reformulate the PDEs into an equivalent dimen-
sionless model, let us apply the following classical transformat-
ion

Ỹ =
Yin − Y

and T̃ =
T − Tin (3)
Yin Tin
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y using the above transformation, the PDEs model is converted
o the following set of PDEs.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂ Ỹ
∂t

= φv1
∂ Ỹ
∂ξ

+ k1(1 − Ỹ ) exp
(

µ

1 + T̃

)
∂ T̃
∂t

= φv2
∂ T̃
∂ξ

+ k2(1 − Ỹ ) exp
(

µ

1 + T̃

) (4)

where the parameters v1, v2, µ, k1 and k2 are related to the
process parameters through the following equations

v1 = −
vin

ϵ
, v2 = −

vinρ

η
, µ =

−E
RgTin

k1 =
k0
ϵ
, k2 =

(−∆Hr )k1ϵ
η

Yin

Tin
In a catalytic reactor, it is typical that the reactant wave prop-
agates with significant larger speed than the heat wave, which
implies that the system possess an inherent two-time-scale prop-
erty, that is, the molar concentration dynamic behavior is much
faster than the temperature dynamics. From mathematical point
of view, this can be explained by the fact that the constant ϵ
s smaller in comparison with η. Moreover, it has been shown
n [22] that the fast process is exponentially stable. For these
easons, the dynamics of the mole fraction can be neglected,
hich reduces the first equation of system (4) to the following
rdinary differential equation:

dỸ
dξ

= −
k1
φv1

(1 − Ỹ ) exp
(

µ

1 + T̃

)
, Ỹ (0) = 0 (5)

The above equation is a linear equation relative to Ỹ and it is easy
to solve it analytically by setting Y = Ỹ − 1, which simplifies the
equation to the following form

dY
dξ

=
k1
φv1

exp
(

µ

1 + T̃

)
Y , Y (0) = −1

whose solution is explicitly expressed as follows

Y (ξ ) = − exp
(∫ ξ

0

k1
φv1

exp
(

µ

1 + T̃

)
dξ̃

)
Therefore, the expression of Ỹ is deducted as follows

Ỹ (ξ ) = 1 − exp
(∫ ξ

0

k1
φv1

exp
(

µ

1 + T̃

)
dξ̃

)
(6)

Replacing the expression of Ỹ in the second equation of system
(4) gives the following nonlinear PDE with a single state T̃ and
ne single input φ.

∂ T̃
∂t

= φv2
∂ T̃
∂z

+k2 exp
(∫ ξ

0

k1
φv1

exp
(

µ

1 + T̃

)
dξ̃

)
exp

(
µ

1 + T̃

)
(7)

In order to solve the output feedback regulation problem, lin-
earization of the above PDE is to be performed. First let us
consider L2(0, 1) the space of square integrable functions on [0, 1]
as the state-space. Denote by ⟨·, ·⟩ the usual inner product in
L2(0, 1), i.e. for any f , g ∈ L2(0, 1),

⟨f , g⟩ =

∫ 1

0
f (ξ )g(ξ )dξ .

Let us denote by T̃e and φe the dimensionless profile of the model
(7) at the stationary state, which are assumed to be bounded
functions on the interval [0, 1] Consider the deviated state and
input, respectively:

x(t) := x(·, t) = T̃ (·, t) − T̃ (·) ∈ L2(0, 1) and u(t) = φ(t) − φ ∈ R
e e

3

(8)

Therefore the linearization of Eq. (7) around its stationary profile
leads to the following infinite-dimensional system on L2(0, 1):{
ẋ(t) = Ax(t) + Bu(t)
x(0) = x0 ∈ L2(0, 1) . (9)

where the operator A is defined on its domain:

D(A) = {x : x is absolutely continuous.,
dx
dξ

∈ L2(0, 1) and x(ξ = 0) = 0} (10)

y

x = α
dx
dξ

+ β(ξ )x ∀x ∈ D(A) (11)

where α = φev2 < 0 and the function β is given by

β(ξ ) = k2 exp
(

µ

1 + T̃e

)
· exp

(∫ ξ

0

k1
φev1

exp
(

µ

1 + T̃e

)
dξ̃

)
·[∫ ξ

0

k1
φev1

(
−µ

(1 + T̃e)2

)
exp

(
µ

1 + T̃e

)
dξ̃ −

µ

(1 + T̃e)2

]
∈ L∞(0, 1)

The operator B ∈ L(R, L2(0, 1)) is the linear bounded operator
iven by

= γ (ξ )I, (12)

here I is the identity operator and the function γ has the
ollowing expression

(ξ ) = v1
dT̃e
dξ

+ k2 exp
(

µ

1 + T̃2

)
· exp

(∫ ξ

0

k1
(φe)2v1

exp
(

µ

1 + T̃e

)
dξ̃

)
·

exp
(∫ ξ

0

k1
φev1

exp
(

µ

1 + T̃e

)
dξ̃

)
∈ L∞(0, 1)

Remark 2. In the case of heat exchanger, the linearization of
the PDE model leads to the same infinite-dimensional system (9)
with the following changes to take place. First, α is a distributed
bounded negative function given by α(ξ ) = φe(ξ )v2 and the input
unction u and the functions β and γ are changed and given by
he following expressions

(t) := u(·, t) =
Tc(·, t) − Tc,e

Tin

β(ξ ) = k2 exp
(

µ

1 + T̃e

)
· exp

(∫ ξ

0

k1
φev1

exp
(

µ

1 + T̃e

)
dξ̃

)
·[∫ ξ

0

k1
φev1

(
−µ

(1 + T̃e)2

)
exp

(
µ

1 + T̃e

)
dξ̃ −

µ

(1 + T̃e)2

]
−

Ah
Vη

∈ L∞(0, 1)

γ =
Ah
Vη

In the remaining of this paper, the two scenario are to be distin-
guished only by the input space. U = R in case of gas removal
and U = L2(0, 1) in case of heat exchanger.

The following lemma, stating the exponential stability of the
unidirectional process, is an immediate consequence of [23, The-
orem 2]. Indeed, α and β are bounded functions on [0, 1] and α
is negative.
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emma 1. Let us consider the operator A defined on its domain
y (11). Then the operator A generates an exponentially stable C0-

semigroup eAt on L2(0, 1), i.e there are κ > 0 and M > 0 such
hat

eAt∥ ≤ Me−κt

emark 3. Note the exponential stability of the system generator
does not mean necessarily the stability of the catalytic reverse

low reactor. Indeed, the generator A represents the unidirectional
rocess not the reverse flow process as a whole. Also, it is clear
hat the open-loop reverse flow process (without heat removal or
eat exchanger) cannot be guaranteed to be stable due to the fact
hat trapping the heat in the CFRR will increase the temperature
nside the reactor with no guarantee to reach a limited value. The
ain objective of this work is to develop an algorithm to control,
stimate and stabilize the CFRR process.

. Optimal control

The focus in this section is to design an optimal temperature
egulator by solving the linear–quadratic control problem. The
esign is based on the linearized system described by Eqs. (9)–
12). Here, the output function is given by

(t) = Cx(t) :=

∫ 1

0
c(ξ )x(t, ξ )dξ = ⟨c, x⟩ (13)

here the function c is a continuous function on the interval
[0, 1]. The output function represents the (weighted) average
temperature along the reactor and it can be obtained by using a
finite number of thermocouples at different locations of the CFRR.
The main objective of this paper is to use the output to control
the temperature inside the reactor (see Section 4).

The linear–quadratic control problem is: find a square integr-
able input uo on (0,∞) that minimizes the following cost crite-
rion

J(x0, u) =

∫
∞

0

(
|y(t)|2 + r⟨u(t), u(t)⟩U

)
dt (14)

where r is a positive function on [0, 1]. According to [24], it is
known that, the solution of this problem is based on the positive
self-adjoint solution Qo ∈ L(L2(0, 1)) of the operator Riccati
equation (ORE)

[A∗Qo + QoA + C∗C − QoBr−1B∗Qo]x = 0, (15)

for all x ∈ D(A), where Qo(D(A)) ⊂ D(A∗), where A∗ and B∗

represent the adjoint operators of A and B, respectively (see [24,
Definition A.3.57, p.601 ]) for the definition of the adjoint oper-
ator in general. Moreover, the optimal state-feedback control is
given by

uo(t) = −
1
r
B∗Qox(t)

he fact that the operator A generates an exponentially stable C0-
semigroup on L2(0, 1) guarantees the existence and uniqueness of
a positive self-adjoint solution (see e.g. [24,25]). In order to solve
the ORE (15), the adjoint operators of A, B and C are needed.

Lemma 2. Let A, B and C the operators given by (11), (12) and
13), respectively. Then, the adjoint operator of A is given for all
∈ L2(0, 1)

by A∗x = −α
dx
dξ

+

(
β −

dα
dξ

)
x

defined on D(A∗) =

{
x : x absolutely continuous

dx
∈ L2(0, 1)
dξ
4

and x(1) = 0
}

The adjoint operator of B is given for all x ∈ L2(0, 1) by

If U = R, B∗x = ⟨γ , x⟩ =

∫ 1

0
γ (ξ )x(ξ )dξ

If U = L2(0, 1), B∗x = γ (ξ )x(ξ )
The adjoint of the operator C is given for all w ∈ R, by

C∗w = c(ξ )w

Proof. The adjoint of A should satisfy the following equality for
all x ∈ D(A) and y ∈ D(A∗)

⟨Ax, y⟩ = ⟨x, A∗y⟩

By using integration by parts, one has

⟨Ax, y⟩ = ⟨α
dx
dξ

+ βx, y⟩ =

∫ 1

0
α(ξ )

dx
dξ

y(ξ )dξ + ⟨x, βy⟩

= α(ξ )x(ξ )y(ξ )]10 −

∫ 1

0
x(ξ ).

(
α(ξ )

dy
dξ

+
dα
dξ

y
)
dξ

The fact that x ∈ D(A) and y ∈ D(A∗) implies that α(ξ )x(ξ )y(ξ )]10 =

0 and therefore

⟨Ax, y⟩ = ⟨x,−
(
α(ξ )

dy
dξ

+
dα
dξ

y
)

⟩ + ⟨x, βy⟩

= ⟨x,−α
dy
dξ

+

(
β −

dα
dξ

)
y⟩

hich means that the adjoint of the operator A is given for all
x ∈ D(A∗) by

A∗x = −α
dx
dξ

+

(
β −

dα
dξ

)
x.

The same process with more easier calculations can be followed
to find the adjoints of the operators B and C . □

Since it is known that the operator Riccati equation (15) has a
unique positive solution, the main idea here is to check if it ad-
mits a solution under the form Qo = ω(ξ ) · I . Indeed, this is an
assumption to be validated unless we end up with a contradic-
tion. Under this assumption, it is shown that the ORE (15) can be
converted to a differential equation.

Theorem 1. Assume that U = L2(0, 1). Let us consider the linearized
system given by (9). If ω is the unique positive solution of the
ollowing differential Riccati equation

dω
dξ

x =

(
2β −

dα
dξ

)
ωx+ c⟨c, x⟩−

γω

r
⟨γ , ωx⟩ = 0, ω(1) = 0,

(16)

then the unique positive self-adjoint solution of the ORE (15) is given
by Qo = ω(ξ ) · I . Moreover, the optimal state-feedback input is

uo(ξ, t) = −
1
r
γ (ξ )ω(ξ )x (17)

Proof. Assume that the solution of the ORE has the form Qo =

ω(ξ )·I , then based on the expressions of A, B, C and their adjoints
operators, Eq. (15) can be written as follows[

−α
d·
dξ

+

(
β −

dα
dξ

)]
ωx + ω

[
α
dx
dξ

+ βx
]

+ c⟨c, x⟩ −
γω

r
⟨γ , ωx⟩ = 0

−α
d(ωx)

+βωx−
dα
ωx+ωα

dx
+ωβx+c⟨c, x⟩−

γω
⟨γ , ωx⟩ = 0
dξ dξ dξ r
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− α
dω
dξ

x − αω
dx
dξ

+ βωx −
dα
dξ
ωx + ωα

dx
dξ

+ ωβx

+ c⟨c, x⟩ −
γω

r
⟨γ , ωx⟩ = 0

Consequently, the equation becomes

−α
dω
dξ

x + 2βωx −
dα
dξ
ωx + c⟨c, x⟩ −

γω

r
⟨γ , ωx⟩ = 0 □

Similar result can be obtained by following the same process
n the case of one location input (U = R).

heorem 2. Assume that U = R. Let us consider the linearized
ystem given by (9). If ω is the unique positive solution of the
following differential Riccati equation

α
dω
dξ

x = 2βωx + c⟨c, x⟩ −
1
r
γ 2ω2x = 0, ω(1) = 0, (18)

hen the unique positive self-adjoint solution of the ORE (15) is given
y Qo = ω(ξ ) · I Moreover, the optimal state-feedback input is

o(t) = −
1
r
⟨γ , ωx⟩ (19)

. Compensator design

The optimal state-feedback control needs full information
bout the temperature in the CFRR, however, this is not feasible.
ere, we are interested in designing an observer to estimate
he temperature and then develop an output feedback regulator.
ore precisely, we are interested in developing a Luenberger
bserver of the form{
˙̃x(t) = Ax̃(t) + Buo(t) + Lo(ỹ(t) − y(t))
ỹ(t) = Cx̃(t)

(20)

where uo is the optimal state-feedback control given by Eq. (19)
in case U = R and given by Eq. (17) in case U = L2(0, 1) and Lo is
the output injection operator to be found. In order to find Lo, the
idea is to solve the linear–quadratic control problem associated
with the dual of the linearized CFRR process, which means find
the optimal input wo to minimize the cost criterion

J (z0, w) =

∫
∞

0

(
⟨v(t), v(t)⟩U + r̃|w(t)|2

)
dt (21)

along the trajectories of the dual linear system{
ż(t) = A∗z(t) + C∗w(t)
v(t) = B∗z(t) (22)

The above problem can be solved throughout the solution of the
associated operator Riccati equation

[AΠo +ΠoA∗
+ BB∗

−ΠoC∗ r̃−1CΠo]z = 0, (23)

for all z ∈ D(A∗), where Πo(D(A∗)) ⊂ D(A) and the optimal
state-feedback control is given by

wo(t) = −
1
r̃
CΠoz(t)

Moreover, the output injection operator Lo is the adjoint of the
optimal state-feedback operator and is given by for all y ∈ R

Loy = −
1
r̃
ΠoC∗y(t) (24)

Theorem 3. Let us consider the linearized system given by (9)
with input space U = L2(0, 1). Then the unique positive self-adjoint
solution of the operator Riccati equation (23) is given by Π =
o

5

(ξ ) · I where the function ψ is the unique positive solution of the
following differential Riccati equation

−α
dψ
dξ

z =

(
2β −

dα
dξ

)
ψz + γ 2z −

cψ
r̃

⟨c, ψz⟩ = 0, ψ(0) = 0

(25)

Moreover, the output injection operator Lo is given for all y ∈ R

Loy = −
1
r̃
ψ(ξ )c(ξ )y (26)

roof. Assume that the solution of the ORE (23) has the form
o = ψ(ξ ) · I , whence based on the expressions of A, B, C and

heir adjoints operators, Eq. (23) can be written as follows[
α
d·
dξ

+ β

]
ψz + ψ

[
−α

dz
dξ

+

(
β −

dα
dξ

)
z
]

+ γ ⟨γ , z⟩

−
cψ
r̃

⟨c, ψz⟩ = 0

α
d(ψz)
dξ

+βψz−ψα
dz
dξ

+ψβz−ψ
dα
dξ

z+γ ⟨γ , z⟩−
cψ
r̃

⟨c, ψz⟩ = 0

α
dψ
dξ

z +

(
2β −

dα
dξ

)
ψz + γ ⟨γ , z⟩ −

cψ
r̃

⟨c, ψz⟩ = 0 □

Similarly in the case U = R, the following can be proved and
stated.

Theorem 4. Consider the linearized system given by (9) with input
space U = R. Then the unique positive self-adjoint solution of the
ORE (23) is given byΠo = ψ(ξ )·I where the functionψ is the unique
positive solution of the following differential Riccati equation

− α
dψ
dξ

z = 2βψz + γ ⟨γ , z⟩ −
cψ
r̃

⟨c, ψz⟩ = 0, ψ(0) = 0 (27)

Moreover, the output injection operator Lo is given for all y ∈ R

Loy = −
1
r̃
ψ(ξ )c(ξ )y (28)

Finally, we are in a state to write the stabilizing compensator
s follows. It is an immediate consequence of the Luenberger ob-
erver given by (20) combined with the output injection operator
iven by (26) in case U = L2(0, 1) or by (28) in case U = R.

orollary 1. Let us consider the linearized system given by (9). The
tabilizing compensator is given by⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∂ x̃
∂t

= α
∂ x̃
∂ξ

+ β x̃ −
1
r̃
ψc⟨c, x̃⟩ + βuo +

1
r̃
ψ(ξ )c(ξ )y

uo(t) =

⎧⎪⎨⎪⎩
−

1
r
⟨γ , ωx̃(t)⟩, If U = R

−
1
r
γωx̃(t), If U = L2(0, 1)

(29)

where ω is the solution of (16) if U = L2(0, 1) or (18) if U = R and
ψ is the solution of (25) if U = L2(0, 1) or (27) if U = R.

5. Numerical simulations

In order to test the performances of the closed-loop process
with the designed compensator, the implementation is based on
a CFRR unit for lean methane combustion.

CH + 2O → CO + 2H O
4 2 2 2



I. Aksikas Journal of Process Control 103 (2021) 1–7

T
M

l
O
c
l
a

b

A

s
a
b

ω
t
t
t
t
h
l
p

6

s
r
o
c
r
s
f
a
t
c
t
N
v
i

C

y

D

c

able 1
odel parameters.
Parameter Value Unit

M 0.029 kg/mole
vin 1 m s−1

k∞ 1.35E5 s−1

Rg 8.314 J mol−1 K−1

E 54400 J mol−1

ρs 1240 kg l−1

∆Hr −802E3 J mol−1

Cpf 1066 J kg−1 K−1

Cps 1020 J kg−1 K−1

P 101,325 J m−3

µeff 0.1

Note that all the results developed earlier are based on the
inearized model (9), which represents the unidirectional process.
n the other hand, it can be observed that the reverse direction
an be also represented by a similar model except that the ve-
ocity takes an opposite sign and the boundary condition will be
t ξ = 1 instead of ξ = 0. Indeed, it is represented by the same

model (9) with the following main changes in the expression of
A and its domain

D(A) = {x : x is absolutely continuous.,
dx
dξ

∈ L2(0, 1)

and x(ξ = 1) = 0} (30)

y

x = −α
dx
dξ

+ β(ξ )x ∀x ∈ D(A) (31)

In this case, it is easy to implement the output feedback regu-
lation algorithm in both directions. Moreover, in the case where
the input space U = R, it is observed that the reverse direction
is generated by the adjoint operator of A and then in this case
the implementation is even much easier since the control and
the estimation algorithms changes the roles, whenever the flow
direction changed and also by taking into consideration changing
the roles of the functions γ and β .

To simulate the reverse flow operation of the process, different
cycle times have been tested and period of 300 s is chosen, which
means full cycle of 600 s is considered here. Model parameters
values are given in Table 1 (see [15]). The main objective is to
achieve high temperature in the reactor without external heat
supply. Two different scenarios can be implemented here. The
first scenario is controlling the temperature inside the reactor
by heat exchanger, this is associated with distributed input, i.e
U = L2(0, 1). The second scenario is controlling the temperature
in reactor by removing gas at one location, this is associate with
finite-dimensional input, i.e. U = R. This scenario is achieved by
manipulating fluid flow velocity at the specific location where gas
should be removed. Removal of gas has been shown to be ad-
vantageous over cooling by heat exchanger, see [19]. Associated
with the gas removed, energy is removed from the system and
therefore the temperature is kept under control. The stationary
state of the process is given in Fig. 2. It is calculated by solving
Eq. (7) at steady state using the inlet values Yin = 0.03 and
Tin = 298 K.

In case of distributed input (heat exchanger), the functions
ω and ψ are calculated by solving Eqs. (16) and (25), respec-
tively. In order to assess the performance of the compensator,
we solved the closed-loop equations under the output feedback
control given by compensator (29). Sampling of 100 points are
used in order to discretize the PDE model. The resulting deviated
response of the closed-loop system together with the input are
 t

6

Fig. 2. Temperature at stationary state.

hown in Fig. 3. It is clear that the state converges to the station-
ry state. Moreover, the control effort is not aggressive and it can
e realized in practice.
In the case of local gas extraction at one location, the functions
and ψ are calculated by solving Eqs. (18) and (27), respec-

ively. The resulting deviated response of the closed-loop system
ogether with the input are shown in Fig. 4. Also in this case,
he output feedback regulator drives the temperature towards
he stationary state but slower than the first case. Indeed, using
eat exchanger is equivalent to heat removal at infinite number of
ocations (not practical), which gives the best achievable control
erformance compared to heat removal at one location.

. Conclusion

Temperature regulation and estimation problems have been
olved for the catalytic flow reversal reactor. Infinite-dimensional
epresentation is used to describe the PDE model and also to solve
utput-feedback regulation problem. Two scenarios have been
onsidered here: heat exchanger along the reactor control and gas
emoval at one location. Control design is done by solving the as-
ociated linear–quadratic control problem in infinite-dimensional
ramework while the observer design is done by using the du-
lity between control and estimation. Output-feedback tempera-
ure regulation have been implemented by combining both the
ontroller and the observer. The developed algorithm has been
ested numerically on the CFRR for lean methane combustion.
onlinear closed-loop system analysis is the subject of future in-
estigation. This analysis needs some advanced tools on nonlinear
nfinite-dimensional systems like the ones developed in [26].
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Fig. 3. Left: Closed-loop temperature deviation. Right: Distributed optimal input.
Fig. 4. Left: Closed-loop temperature deviation. Right: Lumped optimal input.
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